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Abstract—Highly configurable systems allow users to tailor software to specific needs. Valid combinations of configuration options

are often restricted by intricate constraints. Describing options and constraints in a variability model allows reasoning about the

supported configurations. To automate creating and verifying such models, we need to identify the origin of such constraints. We

propose a static analysis approach, based on two rules, to extract configuration constraints from code. We apply it on four highly

configurable systems to evaluate the accuracy of our approach and to determine which constraints are recoverable from the code. We

find that our approach is highly accurate (93% and 77% respectively) and that we can recover 28% of existing constraints. We

complement our approach with a qualitative study to identify constraint sources, triangulating results from our automatic extraction,

manual inspections, and interviews with 27 developers. We find that, apart from low-level implementation dependencies, configuration

constraints enforce correct runtime behavior, improve users’ configuration experience, and prevent corner cases. While the majority of

constraints is extractable from code, our results indicate that creating a complete model requires further substantial domain knowledge

and testing. Our results aim at supporting researchers and practitioners working on variability model engineering, evolution, and

verification techniques.

Index Terms—Variability models, reverse-engineering, qualitative studies, static analyses, configuration constraints
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1 INTRODUCTION

MANY software systems need to be customized to spe-
cific user needs. Customization is commonly required

in embedded systems, for instance, to support a wide range
of hardware, to improve performance, or to reduce memory
footprints. Consequently, many such systems are designed
to be configurable by presenting the user with configuration
options, or features. By selecting a specific set of features,
customized variants of the system can be generated. Fea-
tures can range from options that tweak small functional-
and non-functional aspects, to those that enable whole sub-
systems of the software. Such highly configurable systems
range from industrial software product lines to prominent
open-source systems software, such as the Linux kernel
with currently more than 11,000 features [16], [57], [60].

Configurable systems are usually divided into a problem
space and a solution space [21] as shown in Fig. 1. The prob-
lem space describes the supported features and their depen-
dencies as constraints, while the solution space is the
technical realization of the system and of the functionalities
specified by the features (code and build files). Thus, fea-
tures cross both spaces. They are described in the problem
space and mapped to code artifacts in the solution space.

Ideally, configurable systems have a formal, documented
variability model describing the features and constraints of
the problem space. Automated and interactive configurators
use such models to support users in navigating a complex
configuration space [10], [25], [73], [74]. However, many
systems have no documented variability model or rely
on informal textual descriptions of constraints (e.g., the
FreeBSD kernel [58]). As the number of features and their
dependencies increases, configuration becomes more chal-
lenging [30], [58], and introducing an explicit variability
model is often the way out to conquer complexity and have
one central—human- and machine-readable—place for doc-
umentation. Manual extraction of constraints and construc-
tion of such models for existing systems is a daunting task
though, which calls for automation.

Constraints prevent invalid configurations for technical
and non-technical reasons. For instance, in an operating
system kernel, a technical constraint could prevent
having multi-threaded I/O locking without the correspond-
ing threading libraries. Non-technical constraints reflect
domain-specific knowledge, such as marketing require-
ments placed by a project manager or a sales department.
For instance, a low-cost model of a mobile phone should
not have a high-definition camera.

Despite common use in practice, configuration con-
straints in variability models are not well understood.
Knowing their source, quantity, and quality is important for
adopting, evolving, and refactoring highly configurable sys-
tems. For instance, understanding sources of constraints
provides the basis for their automatic extraction, to support
the creation of variability models. It also helps to ensure
that no conflicts exist between constraints in the model and
in the code. Furthermore, identifying unnecessary con-
straints in the model can improve software quality and sup-
port co-evolution of model and code.
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We address this gap by studying configuration constraints
in practice. Our goals are (i) to conceive and implement tech-
niques to identify configuration constraints in code, and (ii) to
improve the empirical understanding of constraints in vari-
ability models. The latter goal strives to determine the reason-
ing and rationale behind constraints, to assess the limit of our
techniques, and to identify complementary sources (addi-
tional analyses or expert opinions) of constraints.

We develop scalable static analysis techniques to extract
configuration constraints from code. We focus on C-based
systems with build-time variability using the build system
and C preprocessor. Using the preprocessor and a build sys-
tem to perform arbitrary code changes to support variability
and portability is a common strategy in both large open-
source systems [26], [38] and industrial systems [11], [27],
[31], [32], [51]. Our analysis technique relies on two rules:
(1) all valid configurations should build correctly, and
(2) they should all yield syntactically different variants. For
both rules, we propose novel scalable extraction strategies
based on the structural use of #IFDEF directives, and on
parser, type, and linker errors. Most importantly, we stati-
cally analyze build-time variability effectively, without
examining an exponential number of all possible configura-
tions. We empirically study four large open-source sys-
tems—uClibc, BusyBox, eCos, and the Linux kernel—with
three research objectives: (1) evaluating accuracy and scal-
ability, (2) evaluating recoverability, and (3) classifying con-
straints. We provide the constraints we extract as well as a
detailed description of our setup and data online [4].

We show an overview of our proposed approach and the
empirical study in Fig. 1, leaving details for later. Our
results show that our extraction is 93% and 77% accurate
respectively for the two rules we use, and that it can scale to
the size of the Linux kernel, in which we extract over
250,000 unique constraints. We also find that our automated
analysis can recover 28% of the existing configuration con-
straints across the four systems.

Our work comprises both an engineering contribution
(extracting constraints from C code) and an empirical contribu-
tion (assessing accuracy and recoverability, and classifying
existing constraints). This paper is an extended version of a

prior conference paper [43]. Compared to the conference
version, we improve our static analysis and, more impor-
tantly, we qualitatively study constraints using question-
naires and interviews with 27 developers of the studied
subsystems. In summary, we contribute (novel contribu-
tions highlighted in bold):

� Adaptations and extensions of existing static analy-
ses to extract configuration constraints from code.

� A novel constraint extraction technique based on fea-
ture use and code structure.

� A combination of the individual analyses to
account for interactions among different sources of
constraints.

� An evaluation of our analysis infrastructure with
respect to accuracy and recoverability of constraints;

� Aclassification of constraint sources based on devel-
oper input (interviews and questionnaires), manual
analysis, and additional automated analyses.

� A discussion of the implications of our empirical
results on extraction tools.

2 CONFIGURATION CONSTRAINTS

Variability support in configurable systems is usually
divided into a problem space and a solution space [21], as
shown in Fig. 1. This separation allows users to make con-
figuration decisions without knowledge about low-level
implementation details. Therefore, both spaces need to be
consistent, such that any feature dependencies in the solu-
tion space are enforced in the problem space, and no con-
flicts occur. We are interested in understanding the
different types of configuration constraints defined in the
problem space, and how many of these are technically
reflected in the solution space. This can be done by extract-
ing configuration constraints from both the problem and
solution spaces and then comparing and classifying them as
shown in Fig. 1.

2.1 Problem Space

Features and constraints are described in the problem
space, with varying degrees of formality—either

Fig. 1. Overview of our approach and the empirical study.
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informally in plain text, such as in the FreeBSD kernel
[58], or using a formal variability model expressed in a
dedicated language (e.g., Kconfig), as in our subject sys-
tems. Given such a model, configurator tools can support
users in selecting valid configurations and avoiding
invalid ones. Fig. 2 shows the configurator of BusyBox,
one of our subject systems. The configurator displays fea-
tures in a hierarchy, which can then be selected by users,
while enforcing configuration constraints, such as propa-
gating choices or graying out features that would lead to
invalid configurations. Constraints reside in the feature
hierarchy (a child implies its parent) and in additional
rules of cross-tree constraints [15]. Specifically, the feature
hierarchy is one of the major benefits of a variability
model [58], as it helps users to configure a system and
developers to organize features.

Enforced configuration constraints can stem from techni-
cal restrictions present in the solution space such as depen-
dencies between two code artifacts. Additionally, they can
stem from outside the solution space such as external hard-
ware restrictions. Constraints can also be non-technical,
stemming from either domain knowledge outside of the
software implementation, such as marketing restrictions, or
from configurator-related restrictions, such as to organize
features in the configurator for improved usability or to
offer advanced choice propagation.

We illustrate these kinds of constraints with examples
from two of our subject systems. In the Linux kernel, a
technical constraint which is reflected in the code is that
“multi-threaded I/O locking” depends on “threading
support” due to low-level code dependencies. A technical
constraint which cannot be detected from the code is that
“64 GB memory support” excludes “386” and “486”
CPUs, which stems from the domain knowledge that
these processors cannot handle more than 4 GB of physi-
cal memory. In BusyBox (see Fig. 2), a technical constraint
is that “Enable ISO date format” requires “date”, since
the code of the former feature could not be compiled
without the latter. A non-technical, configurator-related,
constraint is that feature “date” itself appears under the
menu feature “Coreutils” in the configurator hierarchy.
Such groupings are used to allow users (and developers)
to find features faster.

There has been much research to extract constraints from
existing variability models within the problem space [13],
[56], [65]. Such extractors can interpret the semantics of dif-
ferent variability modeling languages to extract both hierar-
chy and cross-tree constraints, as shown in Fig. 1.

2.2 Solution Space

The solution space consists of build and code files. Our
focus is on C-based systems that realize configurability with
their build system and the C preprocessor. The build system
decides the source files and the preprocessor the code frag-
ments to be compiled. The latter is realized using condi-
tional-compilation preprocessor directives such as #IFDEFs.

To compare constraints in the variability model to those
in the implementation, we must find ways to extract global
configuration constraints that span all source files in the
code as well as the build system (as opposed to localized
code block constraints [65]). We assume that there is a solu-
tion-space (implementation-level) constraint if any configu-
ration violating this constraint is ill-defined by some rule.
There may be several sources of constraints that fit such a
description. However, in this work, we identify two tracta-
ble sources of constraints: (i) those resulting from build-
time errors and (ii) those resulting from the effect of features
in build files and in the structure of the code (e.g., #IFDEF

usage). We now explain the two rules and their justification.

2.2.1 Build-Time Errors

Every valid configuration needs to build correctly. In C proj-
ects, various types of errors can occur during the build: pre-
processor errors, parsing errors, type errors, and linker
errors. Our goal is to detect configuration constraints that
prevent such build errors, similar to the idea of safe compo-
sition [66]. We derive configuration constraints from the fol-
lowing rule:

Rule 1. Every valid configuration of the system must not
contain build-time errors, such that it can be successfully
preprocessed, parsed, type checked, and linked.

A naive, but not scalable, approach to extract these con-
straints would be to build and analyze every single configu-
ration in isolation. If every configuration with feature X

compiles except when feature Y is selected, we could infer a
constraint X! :Y. For instance, in Listing 1a, the code will
not compile in some configurations, due to a type error in
Line 6: The function foo() is called under condition X,
while it is only defined under condition :Y; thus, the con-
straint X! :Y must always hold. The problem space needs
to enforce this constraint to prevent invalid configurations
that break the compilation. However, already in a medium-
sized system such as BusyBox with 881 Boolean features,

this results in more than 2881 configurations to analyze,
which is more than the number of atoms in the universe.
We show how this can be avoided in Section 3.

2.2.2 Feature Effect

Ideally, variability models should also prevent meaningless
configurations, such as redundant feature selections that do

Fig. 2. Configurator of the BusyBox system.

Listing 1. Examples of constraint sources.
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not change the solution space. That is, if a feature A is
selected in a configuration, then we expect that A adds,
changes, or removes some behavior (that was not previ-
ously present). If a feature has no effect unless other features
are selected (or deselected), a configurator may hide or dis-
able it, simplifying the configuration process for users.

Determining if two variants of a program are equivalent
is undecidable. We approximate this by comparing whether
the programs differ in their source code at all. If two differ-
ent configurations yield the same code, this suggests some
anomaly (as opposed to errors described in Section 2.2.1) in
the model.

We extract constraints that prevent such anomalies. We
use the following rule as a simplified, conservative approxi-
mation of our second source of constraints:

Rule 2. Every valid configuration of the system should
yield a lexically different program.

The use of features within the build system and the pre-
processor directives for conditional compilation provides
information about the context under which selecting a fea-
ture makes a difference in the final product. In the code
fragment in Listing 1b, selecting W without selecting Z and X

will not break the system. However, only selecting W will
not affect the compiled code, since the surrounding block
will not be compiled without Z and X also being selected.
Thus, W ! Z ^ X is a feature-effect constraint that should
likely be in the model, even though violating it will not
break the compilation.

2.3 Problem Statement

We can summarize that variability-model constraints arise
from different sources. We discussed two such sources
above where the constraints exist for technical reasons dis-
coverable from the code. Our work strives to automatically
extract such constraints. However, it is not clear if other
sources of constraints exist beyond implementation artifacts
and how prevalent they are. We, therefore, also aim to iden-
tify any additional sources of configuration constraints and
analyses used to extract them.

Improving empirical understanding of constraints in real
systems is crucial, especially since several studies empha-
size configuration and implementation challenges for devel-
opers and users due to complex constraints [12], [16], [30],

[41]. Such knowledge not only allows us to understand
which parts of a variability model can be reverse engineered
and checked for consistency from code, and to what extent;
but also how much manual effort, such as interviewing
developers or domain experts, would be necessary to
achieve a full model. For example, a main challenge when
reverse-engineering a variability model from constraints is
to disambiguate the hierarchy [58]. Thus, this process could
be supplemented by knowing which sources of constraints
relate to hierarchy information in the model.

We focus on the sources of constraints described in both
rules above, since such constraints can be extracted using
decidable and scalable static analysis techniques. There are, of
course, also other possible kinds of constraints in the code
resulting from errors or other rules (e.g., buffer overflows or
null-pointer dereference). However, many of these require
looking at multiple runs of a program (which does not scale
well or requires imprecise sampling), or produce imprecise
or unsound results when extracted statically.

3 AUTOMATIC EXTRACTION METHODOLOGY

We used the following methodology to extract configura-
tion constraints from code, as illustrated in Fig. 3.

3.1 Extracting File Presence Conditions (PC)

To accurately analyze files and to derive constraints, we first
need to know under which condition the build system
includes each file. We use the term presence condition (PC) to
refer to a propositional expression over features that deter-
mines when a certain code artifact is compiled. For example,
a file with presence condition hush _ ash is compiled and
linked if and only if the features HUSH or ASH are selected.

Such file presence conditions are encoded in the build
system, which typically consists of several imperative
scripts, descriptions, or Makefiles. We need to manually or
automatically extract a presence condition for each file.
These file presence conditions allow us to derive global con-
straints from the low-level sources within each file. For
example, if a type error occurs under condition X in a file
guarded by a presence condition Y, then the error actually
occurs under x ^ y. In other words, local presence condi-
tions induced by conditional compilation directives are con-
joined with the file presence condition before deriving
(global) constraints from our low-level sources.

Fig. 3. Variability-aware approach to extract configuration constraints from code.
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In Section 5.1, we mention the tools we use to mechani-
cally extract file presence conditions. In the remainder of
this section, without restriction of generality, we assume
that we have already identified a presence condition f for
each file and encoded it inside the file as an #IFDEF f condi-
tion that wraps the whole file (e.g., Line 0 in Listing 2), effec-
tively pushing the file presence condition into each file.

3.2 Extracting Code Constraints

We use the two rules described in Section 2 to extract code
constraints from preprocessor errors, parser errors, type errors,
linker errors, and feature effect. A simple approach to do this is
to analyze every single possible configuration to find which
ones contain errors. To avoid such an intractable brute-force
approach and to avoid incompleteness from sampling strate-
gies, we build on our recent research infrastructure, Type-
Chef, to analyze the entire configuration space of C code with
build-time variability at once [34], [35], [36].

Our overall strategy for extracting code constraints is
based on parsing C code without evaluating conditional
compilation directives. We extend and instrument Type-
Chef to accomplish this. TypeChef only partially prepro-
cesses a source file—it resolves all #INCLUDEs and expands
all macros, but preserves conditional compilation directives.
On alternative macro definitions or #INCLUDEs, it explores all
possibilities, similar to symbolic execution. Partial prepro-
cessing produces a token stream in which each token is
guarded by a corresponding accurate presence condition
(including the file presence condition, see Section 3.1),
which is subsequently parsed into a conditional abstract
syntax tree, which again can be subsequently type checked.
This variability-aware analysis is conceptually sound and
complete with regard to a brute-force approach of prepro-
cessing, parsing, and type checking all configurations sepa-
rately. However, it is much faster since it does the analysis
in a single step and exploits similarities among the imple-
mentations of different configurations; see [34], [35], [36] for
further details.

Typically, TypeChef is called with a given variability
model and it only emits error messages for preprocessor,
parser, or type problems that can occur in valid configura-
tions—discarding all implementation problems that are
already excluded by the variability model. This is the classic
approach to find implementation errors, which a user can
subsequently fix in the implementation or in the variability
model [22], [66], [67]. Since we need to extract all constraints
without knowledge of valid configurations, we run Type-
Chef without a variability model to process all reported
problems in all configurations.

We extend and instrument TypeChef, and implement a
new framework FARCE (FeAtuRe constraint extractor)1,
which analyzes the output of TypeChef and the structure of
the codebase with respect to preprocessor directive nesting,
derives constraints according to our two rules described in
Section 2.2, and provides an infrastructure to compare
extracted constraints between a variability model and code.

We now explain how we extract code constraints using
our two rules in detail. We use the C code in Listing 2 as a
running example to illustrate the various constraints we can
extract.

3.2.1 Preprocessor, Parser, and Type Constraints

Preprocessor errors, parser errors, and type errors are
detected at different stages of analyzing a translation unit.
However, the post-processing used to extract constraints
from them is similar; thus, we discuss them together. In con-
trast, linker errors require a global analysis over multiple
translation units, which we discuss separately.

Preprocessor errors. A normal C preprocessor stops on
#ERROR directives, which are usually intentionally introduced
by developers to avoid invalid feature combinations. We
extend our partial preprocessor to log #ERROR directives with
their corresponding condition, and to continue with the rest
of the translation unit instead of stopping on the #ERROR mes-
sage. In our example (Listing 2), Line 3 shows a #ERROR direc-
tive that occurs under the condition ash ^ nommu.

Parser errors. Similarly, a normal C parser stops on syntax
errors, such as unclosed parentheses. Our TypeChef parser
reports an error message together with a corresponding
condition, but continues parsing for other configurations. In
Listing 2, a parser error occurs on Line 12 because of a miss-
ing semicolon if MAX_LEN is not selected. In this case, our
analysis reports a parser error under condition
ash ^ editing ^ :max len.

Type Errors. Where a normal type checker reports type
errors in a single configuration, TypeChef’s variability-
aware type checker [34], [36] reports each type error
together with a corresponding condition. In Listing 2, we
detect a type error in Line 23 if EDITING is not selected since
line_input_state is only defined under condition
ash ^ editing on Line 7. TypeChef would, thus, report a
type error (undefined symbol) under condition ash^
editing vi ^ max len ^ :editing.

Constraints. Following Rule 1, we expect that each file
should compile without errors. Every error message with a
corresponding condition indicates a part of the configuration

Listing 2. Running example of C code with compile-time errors (adapted
from ash.c in Busybox.

1. https://bitbucket.org/tberger/farce

824 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 41, NO. 8, AUGUST 2015



space that does not compile and should hence be excluded in
the variability model. For each condition e of an error, we
add a constraint :e to the set of automatically extracted con-
figuration constraints.

In our running example, we extract the following con-
straints (rewritten to equivalent implications): ash!
:nommu from the preprocessor, ash! ðediting! max lenÞ
from the parser, and ash! ððediting vi ^ max lenÞ !
editing) from the type system.

More formally, we create a single formula to represent
each of these categories of error constraints as follows:

fparser=preprocessor=type ¼
^
i

ð:eiÞ (1)

where ei is the presence condition of a preprocessor/
parser/type error.

3.2.2 Linker Constraints

To detect linker errors in configurable systems, we build a
conditional symbol table for each translation unit during
type checking. The symbol table describes all non-static
symbols as exported symbols and all called but not defined
symbols as imports. All imports and exports are again
guarded by corresponding presence conditions. We show
the conditional symbol table (without type information) of
our running example in Table 1, assuming that symbol
initEditing is defined under presence condition INIT in
some other translation unit (not shown). More details on
conditional symbol tables can be found in related publica-
tions on variability-aware module systems [7], [36].

In contrast to the file-local preprocessor, parser, and type
constraint analyses, linker analysis is global across all trans-
lation units. From all conditional symbol tables, we now
detect linker errors and derive corresponding constraints.
Again, we follow Rule 1: a linker error arises when a mod-
ule imports a symbol which is not exported (def/use) or
when two modules export the same symbol (conflict). We
derive constraints for each symbol s as follows:

def =useðsÞ ¼
_

ðf;cÞ2impðsÞ
c

0
@

1
A! _

ðf;cÞ2expðsÞ
c

0
@

1
A

conflictðsÞ ¼
^

ðf1;c1Þ2expðsÞ;ðf2;c2Þ2expðsÞ;f1 6¼f2
:ðc1 ^ c2Þ

where impðsÞ and expðsÞ look up all imports and exports of
symbol s in all conditional symbol tables and return a set of
tuples ðf;cÞ, each determining the translation unit f in
which s is imported/exported and the presence condition c

under which this happens. The def/use constraints ensure

that the presence condition of an import implies at least one
presence condition of a corresponding export, while the con-
flict constraints ensure mutual exclusion of the presence
conditions of exports with the same symbol name.

An overall linker formula can be derived by conjoining
all def/use and conflict constraints for each symbol in the set
of all symbols S:

flinker ¼
^
s2S

def=useðsÞ ^ conflictðsÞ (2)

If the two files shown in Table 1 were the only files of
our running example, we would extract constraint ash ^
editing! init for symbol initEditing.

3.2.3 Feature Effect

To ensure Rule 2 of lexically different programs in all
valid configurations, we detect the configurations under
which a feature has no effect on the compiled code and
create a constraint to disable the feature in those configu-
rations. The general idea is to detect nesting among #IFDEF

s: When a feature only occurs nested inside an #IFDEF of
another feature, such as EDITING that occurs only nested
inside ‘#IFDEF ASH’ in our running example, the nested fea-
ture does not have any effect when the outer feature is
not selected. Hence, we would create a constraint that
the nested feature should not be selected without the
outer feature, because it would not have any effect:
editing! ash in our example.

Unfortunately, extracting constraints directly from nest-
ing among #IFDEF directives alone produces inaccurate
results, because features may occur in multiple locations
inside multiple files. Additionally, #IF directives allow com-
plex conditions including disjunctions and negations.
Hence, we developed the following novel and principled
approach, deriving a constraint for each feature’s effect
from presence conditions throughout the system.

First, we collect all unique presence conditions of all code
fragments occurring in the entire system (in all translation
units, including the corresponding file presence condition
as usual). Technically, we inspect the conditional token
stream produced by TypeChef’s partial preprocessor and
collect all unique token presence conditions (note that this
covers all conditional compilation directives, #IF, #IFDEF,
#ELSE, #ELIF, etc. including dynamic reconfigurations with
#DEFINE and #UNDEF).

To compute a feature’s effect, we use the following
insights: given a set of presence conditions P found for code
blocks anywhere in the project and the set of features of
interest F , then we say a feature f 2 F has no effect in a
presence condition r 2 P if r½f  True� is equivalent to
r½f  False�, where X½f  y� means substituting every
occurrence of f in X by y. In other words, if enabling or dis-
abling a feature does not affect the value of the presence
condition, then the feature does not have an effect on select-
ing the corresponding code fragments.

Furthermore, we can identify the exact condition when a
feature f has an effect on a presence condition r by finding
all configurations in which the result of substituting f is dif-
ferent (using xor: r½f  True� � r½f  False�). This method
is also known as unique existential quantification [29].

TABLE 1
Example of Two Conditional Symbol Tables

translation unit symbol kind presence condition

Listing 2 init export ash ^ editing
main export ash

initEditing import ash ^ editing
other file initEditing export INIT
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Putting the pieces together, to find the overall effect of a
feature on the entire code in the project, we take the disjunc-
tion of all its effects on all presence conditions. We then
require that the feature may only be selected when the fea-
ture has an effect, resulting in the following constraint:

f !
_
r2P

r½f  True� � r½f  False�

We then create a conjunction of all such nesting constraints,
and call the final result ffeffect. More formally, ffeffect would
be calculated as follows, where F is the set of all features:

ffeffect ¼
^
f2F

f !
_
r2P

r½f  True� � r½f  False�
 !

(3)

We could also enable a feature by default and forbid dis-
abling it when disabling has no effect (or use some different
default per feature): we just need to negate f on the right-
hand side of the above formula. However, we assume the
more natural setting where most features are disabled by
default, and so we look for the effect of enabling a feature.

In our running example in Listing 2, we can identify
five unique presence conditions (excluding tokens for
spaces and line breaks): ash, ash ^ ash, ash ^ editing,
ash ^ editing ^ max len, and ash ^ editing vi ^ max len.
To determine the effect of MAX_LEN, we would substitute it
with True and False in each of these conditions, and cre-
ate the the following constraint (assuming that MAX_LEN
does not occur anywhere else in the code):

max len! ðash� ashÞ
_ �ðash ^ nommuÞ � ðash ^ nommuÞ�
_ �ðash ^ editingÞ � ðash ^ editingÞ�
_ �ðash ^ editing ^ TrueÞ � ðash ^ editing ^ FalseÞ�
_ �ðash ^ editing vi ^ TrueÞ �
ðash ^ editing vi ^ FalseÞ�
� max len! ash ^ ðediting _ editing viÞ

This confirms that MAX_LEN only has an effect if ASH and
either EDITING or EDITING_VI are selected. In all other cases, the
constraint enforces that MAX_LEN remains deselected.

Additionally, to determine how many configuration con-
straints the build system alone provides, we do the same anal-
ysis for file presence conditions only instead of presence
conditions of code blocks (which include both file and local
presence conditions). Note that this analysis is incomplete
and provides only a rough approximation of configuration
constraints. On the other hand, it provides insight into the
role of the build system in enforcing configuration constraints.

3.2.4 Full Code Formula

Besides having individual formulas that represent each con-
straint source, we also conjoin them into a single formula
representing all code constraints. This ensures that any
interaction among the individual constraints is accounted
for in an overall, global formula. However, recall that the
reasoning behind Rule 1 and Rule 2 is different; the former
represents errors, whereas the latter is a heuristic

whose violation does not break the system. Thus, we still
distinguish between both and yield the following three
global formulas:

frule1 ¼ fpreprocessor ^ fparser ^ ftype ^ flinker (4)

frule2 ¼ ffeffect ^ ffeffect build (5)

fcode ¼ frule1 ^ frule2 (6)

In addition to the individual formulas 1-3, we will also
use these global formulas 4-6 when assessing recoverability
of existing variability-model constraints as will be shown in
Section 5.

4 EMPIRICAL STUDY OVERVIEW

To understand what configuration constraints are enforced
in practice and to what extent they can be extracted, we
study four real-world systems with existing variability
models. Existing models are required to have a basis for
comparison. In this section, we describe the four subject sys-
tems as well as our three objectives.

4.1 Subject Systems

We chose four highly-configurable open-source projects
from the systems software domain. All are large, industrial-
strength projects that realize variability with the build
system and the C preprocessor. Our selection reflects a
broad range of variability model and codebase sizes, in the
reported range of large commercial systems.

All subjects have a variability model, which we use in
the comparison. The first three use the Kconfig language
[80], and the last one uses the CDL language [70],
each with the respective configurator infrastructure in the
problem space.

uClibc is an alternative, resource-optimized C library for
embedded systems. We analyze the x86_64 architecture in
uClibc v0.9.33.2, which has 1,628 C source files and 367 fea-
tures described in a Kconfig model. BusyBox is an imple-
mentation of 310 GNU shell tools (ls, cp, rm, mkdir, etc.)
within one binary executable. We study BusyBox v1.21.0
with 535 C source files and 921 documented features
described in a Kconfig model. eCos is a highly configurable
real-time operating system intended for deeply embedded
applications. We study the i386PC architecture of eCos v3.0,
which has 579 C source files and 1,254 features described in
a CDL model. The Linux kernel is a general-purpose oper-
ating system kernel. We analyze the x86 architecture of
v2.6.33.3, which has 7,691 C files and 6,559 features docu-
mented in a Kconfig model.

In all systems, the variability models have been created,
maintained, and evolved by the original developers of the
systems over periods of up to 13 years. Using them reduces
experimenter bias in our study. Prior studies of the Linux
kernel and BusyBox have also shown that their variability
models, while not perfect, are reasonably well maintained
[15], [35], [36], [41], [49], [65]. In particular, eCos and Linux
have two of the largest publicly available variability models
today.
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4.2 Objectives

Our empirical study aims at three objectives:
Objective 1 to evaluate accuracy and scalability of our

extraction approach. This is done by checking if the configu-
ration constraints that we extract from implementation are
enforced in existing variability models.

Objective 2 to study the recoverability of variability-model
constraints using our approach. Specifically, we are inter-
ested in how many of the existing model constraints
reflect implementation specifics that can be automatically
extracted from the solution space.

Objective 3 to classify variability-model constraints. We
want to understand which constraints are technically
enforced and which constraints go beyond the code arti-
facts. This allows us to understand what reverse-engineer-
ing approaches to choose in practice.

Since Objectives 1 and 2 primarily evaluate our infra-
structure, we discuss them together in Section 5. Objective 3
is more exploratory, aiming at understanding the types of
constraints enforced by developers and requires a different
research method. Thus, we discuss it separately in Section
6. In both sections, we explain the experiment setup and
present the respective results.

5 ACCURACY, SCALABILITY, AND RECOVERABILITY

In this section, we report on the accuracy and scalability of
our infrastructure (Objective 1), and identify the recoverabil-
ity of existing variability-model constraints (Objective 2)
from code.

We first describe the study setup in Section 5.1 and then
present the results of objectives 1 and 2 in Sections 5.2 and
5.3, respectively.

5.1 Study Setup

For the setup, we first describe how we extract constraints
from the variability model and then how we evaluate our
code analysis against these model constraints.

5.1.1 Methodology and Tool Infrastructure

We follow the methodology shown in Fig. 1. We first extract
hierarchy and cross-tree constraints from the variability
models (problem space) of our subject systems. We rely
on our previous analysis infrastructures LVAT [3] and
CDLTools [1], which can interpret the semantics of Kconfig
and CDL respectively to extract such constraints and addi-
tionally produce a single propositional formula represent-
ing all enforced constraints (see the work on analyzing
Kconfig and CDL [13], [56] for details).

We then run TypeChef on each system and use our
developed infrastructure FARCE to derive solution-space
constraints from its error output (Rule 1, cf., Section 2.2.1)
and the conditional token stream (Rule 2, cf., Section 2.2.2).
As a prerequisite, we extract file presence conditions from
build systems by using the build-system analysis tool
KBuildMiner [2] for systems using KBUILD (BusyBox and
Linux), and a semi-manual approach for the others. The
build system analysis to extract file presence conditions and
any header files required for the system to properly build is
the only prerequisite for using our infrastructure to analyze
additional subject systems.

5.1.2 Evaluation Technique and Measurement Strategy

After problem and solution-space constraints are extracted,
we compare them according to the first two objectives.

To addressObjective 1 (evaluate accuracy and scalability),
we verify whether extracted solution-space constraints hold
in the propositional formula representing the variability
model (problem space formula) of each system. We also
measure the execution time of the involved analysis steps.
For this objective, we assume the existing variability model
as the ground truth, since it reflects the system’s configura-
tion knowledge specified by developers, and measure accu-
racy as follows. We keep constraints extracted in the
individual steps of our analysis separate. That is, for each
build error (Rule 1) and each feature effect (Rule 2), we cre-
ate a separate constraint ai. For each extracted constraint ai,
we check whether it holds in the problem space formula n

(representing variability model constraints) with a SAT
solver, by determining whether n) ai is a tautology (i.e.,
whether its negation is not satisfiable).

For scalability, we record execution time of each analysis
step separately to measure the scalability of our approach.
All our experiments are executed on a server with two
AMD Opteron processors (16 cores each) and 128 GB RAM.
For all analysis steps performed by TypeChef and KBuild-
Miner, which can be parallelized, we report the average and
the standard deviation of processing each file. In addition,
we provide the total processing time for the whole systems,
assuming sequential execution of file analyses. For the deri-
vation of constraints, which cannot be easily parallelized,
we report the total computation time per system.

To addressObjective 2 (recoverability ofmodel constraints),
we determine whether each existing variability model con-
straint holds in the solution-space constraint formulas we
extract.We use the term recoverability instead of recall, because
we do not have a ground truth in terms of which constraints
can be extracted from the code. Since no previous study has
classified the kinds of constraints in variability models, we
cannot expect that 100% of them represent low-level code
dependencieswhich can be statically extracted.

Measuring recoverability is a bit more challenging than
measuring accuracy since for the latter, we have the individ-
ual, extracted constraints to compare against. However,
variability models in practice are described in different
modeling languages. Semantics of a variability model are
typically expressed uniformly as a single large Boolean
function expressed as a propositional formula describing
the valid configurations. After experimenting with several
slicing techniques for comparing these propositional formu-
las, we decided to exploit structural characteristics that are
commonly found in variability models. In all analyzed mod-
els, we can identify child-parent relationships (hierarchy
constraints) as well as inter-feature constraints (cross-tree con-
straints). This way, we count individual constraints as the
developer modeled them, which is intuitive to interpret and
allows us to investigate the different types of model con-
straints. We only account for binary constraints as they are
most frequent, whereas accounting for n-ary constraints is
an inherently hard combinatorial problem. Technically, we
perform the inverse comparison to that described above for
accuracy: we compare whether each individual problem-
space constraint nj holds in the conjunction of all extracted
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solution-space constraints fanalysis in each code analysis cat-

egory (Formulas 1-3) as well as the overall code formulas
(Formulas 4-6), i.e., whether fanalysis ) ni is a tautology.

Note that using propositional logic for comparison comes
with its own set of problems. For example, comparing two
constraints or formulas which have a different set of fea-
tures or comparing disjunctions may lead to misleading
results. We provide a detailed discussion of these cases in
Appendix B, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TSE.2015.2415793. Additionally, checking if a con-
straint holds in three single formulas separately may pro-
vide a different result than checking if the constraint holds
in the conjunction of the three formulas (as will be seen in
the Linux kernel recoverability results). While finding the
proper comparison mechanism is an open problem, our
comparison technique allows us to understand configura-
tion constraints better, despite its drawbacks. A key factor
in selecting this comparison technique is that we can cur-
rently manually verify, track, and understand the logic
behind the variability-model constraints, which also allows
us to ask developers about these constraints.

5.2 Objective 1: Accuracy and Scalability

We expect that all constraints extracted according to Rule 1
hold in the problem-space (variability model) formula, as
these prevent any failure in building a system. Constraints
that do not hold either indicate a false positive due to an
inaccuracy of our implementation or an error in the variabil-
ity model or implementation; we investigate these cases
separately. Such constraint checks have been the standard
approach in previous work on finding bugs in configurable
systems [22], [35], [68], where inconsistencies between the
model and implementation are identified as errors. In con-
trast, Rule 2 prevents meaningless configurations that lead
to duplicate systems. Thus, we expect a large number of cor-
responding constraints, but not all, to occur in the variabil-
ity model.

Table 2 shows the number of unique constraints
extracted from each subject system in each analysis step,

and the percentage of those constraints found in the existing
variability model. On average across all systems, constraints
extracted with Rule 1 and Rule 2 are 93% and 77% accurate,
respectively (geometric mean of highlighted values in
Table 2).

Both results show that we achieve a very high accuracy
across all four systems. Rule 1 is a reliable source of con-
straints where our tooling produces only few false positives
(extracted constraints that do not hold in the model). Inter-
estingly, a 77% accuracy rate for Rule 2 suggests that vari-
ability models in fact prevent meaningless configurations to
a high degree.

Table 3 shows execution times of our tools. Significant
time is taken to parse files, which often explode after
expanding all macros and #INCLUDE preprocessor directives.

TABLE 2
Constraints Extracted with Each Rule per System, and Percentage Holding in the Variability Model (VM)1

Code Analysis uClibc BusyBox eCos Linux

# extracted % found in VM # extracted % found in VM # extracted % found in VM # extracted % found in VM

Rule 1
Preprocessor
Constr.

158 100% 3 100% 162 81% 12,780 81%

Parser Constr. 59 100% 23 100% 133 91% 8,443 100%
Type Checking
Constr.

947 97% 54 100% 139 82% 256,510 97%

Linker Constr. 312 63% 38 100% 7 100% 19,654 90%
Total 1,330 90% 118 100% 441 85% 284,914 96%
Rule 2
Feature effect
Constr.

57 74% 359 93% 263 62% 2,961 95%

Feature effect -
Build Constr.

26 81% 62 0% n/a n/a 2,552 97%

Total 83 76% 421 79% 263 62% 5,513 96%

1Geometric mean of highlighted percentages is used to compute overall accuracy of Rules 1 and 2 (93% and 77% respectively).

TABLE 3
Duration, in Seconds Unless Otherwise Noted,

of Each Analysis Step

uClibc BusyBox eCos Linux

File PC Extraction manual 7 N/A 20

T
y
p
eC

h
e
f Lexing 7 � 3 9 � 1 10 � 6 25 � 12

Parsing 17 � 7 20 � 3 72 � 1.6 108 � 1.9
Type checking 4 � 3 5 � 1 3 � 5 41 � 14
Symbol Table
creation

0.1 � 0.1 0 � 0.03 3 � 20 2 � 2

Sum for all files (Sequential) 13 hr 5 hr 7 hr 376 hr

F
A
R
C
E

Feature effect—
Build Constr.

3 3 N/A 24

Feature effect
Constr.

20 8 1200 1.7 hr

Preprocessor
Constr.

0.7 0.7 8 1 hr

Parsing Constr. 16 4 8 39 min
Type Checking
Constr.

15 6 5 1.3 hr

Linker Constr. 120 60 840 5 hr

Total FARCE Time 3 min 1.4 min 34 min 10 hr

Average time per file and standard deviation shown for analysis using
TypeChef. Global analysis time shown for post-processing using FARCE.
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Note that the total analysis time shown in the table assumes
sequential execution of all files. In practice, the analysis of
each file is independent which allows parallel execution.
Our experience suggests that our analysis scales reasonably
where a system as large as Linux can be analyzed in parallel
within twelve hours on our hardware.

5.2.1 Accuracy Discussion

Our approach is highly accurate given the complexity of our
real-world subjects. While further increasing accuracy is
conceptually possible: improving our prototypes into
mature tools would require significant, industrial-scale
engineering effort, beyond the scope of a research project.

False positives are hard to manually analyze since the
reported constraints are often complex to understand. Pres-
ence condition simplification techniques [71] can be used to
overcome this. However, we already identify the following
three reasons for the false positives we examined. First, the
variability model and the implementation have bugs. In
fact, our earlier work found several errors in BusyBox and
reported them to the developers [36]. We also identified one
in our current work and reported it on the uClibc mailing
list. In this case, our type analysis reported an error when
feature LINUXTHREADS_NEW is selected without feature UCLIB-

C_HAS_REALTIME, because symbol nanosleep is undefined.
We confirmed that this holds by building uClibc under this
configuration and observing the error. We suggested add-
ing this constraint to the variability model, but we did not
receive a response from the uClibc developers.

Second, all steps involved in our analysis are nontrivial.
For example, we re-implemented large parts of a type sys-
tem for GNU C and reverse-engineered details of the Kcon-
fig and CDL languages, as well as the KBUILD build system.
Little inaccuracies or incorrect abstractions are possible. For
example, we found that many of the false positive linker
constraints in uClibc occur due to incorrectly (manually)
extracted file presence conditions. One example is as fol-
lows. Our linker analysis reports the following constraint,
UCLIBC_HAS_IPV4 _ UCLIBC_HAS_IPV6, because there is a symbol
inet_ntoa_r that gets defined in file inet_ntoa.c under condi-
tion UCLIBC_HAS_IPV4 _ UCLIBC_HAS_IPV6. This symbol then
gets used in libc/inet/addr.c under the condition True,
which leads to the constraint extracted above. In other
words, the implementation suggests that either of these fea-
tures must be present in a valid configuration. This seems
too strict, and we suspect that this is indeed a false positive
due to an incorrect extraction of the presence condition of
file libc/inet/addr.c. In our analysis, we mark that this file
is always compiled, while upon closer examination of the
comments in the Makefiles, it seems that addr.c is a “multi-
source” file that gets compiled under the same condition
above, which would lead to no constraint being extracted.
However, such details are hard to determine using manual
analysis and advanced build system analysis techniques are
needed. In general, intricate details in Makefiles, such as
shell calls [14], complicate their analysis [64].

Third, our subjects implement their own mechanisms
for providing and generating header files at build-time,
according to the configuration. We implemented emula-
tions of these project-specific mechanisms to statically

mimic their behavior, but such emulations are likely
incomplete. We plan to investigate using symbolic execu-
tion of build systems [64], [79] in order to accurately
identify which header files need to be included under
different configurations.

5.2.2 Scalability Discussion

Our evaluation shows that our approach scales, in partic-
ular to systems sharing the size and complexity of the
Linux kernel. However, we face many scalability issues
when combining complex constraint expressions into one
formula, mainly in Linux and eCos. Feature-effect con-
straints are particularly problematic due to the unique
existential quantification (see Section 3.2.3), which causes
an explosion in the number of disjunctions in many
expressions, thus adding complexity to the SAT solver.
To overcome this, we omit expressions including more
than ten features when aggregating the feature effect for-
mula. This resulted in using only 17% and 51% of the fea-
ture-effect constraints in Linux and eCos, respectively.
The threshold was chosen due to the intuition that larger
constraints are too complex and likely not modeled by
developers.

We faced similar problems in deriving other formulas,
such as the type formula in Linux, but mainly due to the
huge number of constraints and not their individual com-
plexity. This required several workarounds and led to high
memory consumption in the conversion of the formula into
conjunctive normal form, as required by the SAT solver.
Thus, we conclude that extracting constraints according to
our rules scales, but can require workarounds or filtering
expressions to deal with the explosion of constraint formu-
las. We refer to our online appendix [4] for more details,
available in the online supplemental material.

5.3 O2: Recoverability

We now investigate how many variability-model con-
straints can be automatically extracted from the code. In
Tables 4 and 5, we show how many of the variability mod-
els’ hierarchy and cross-tree constraints, respectively, can
be recovered automatically from code. We show the number
(and percentage) of constraints recovered by each source
(i.e., parsing errors, type errors, feature effect, etc.) as well
as the number recovered overall by each rule. Recall that
the formula of each rule is the conjunction of the individual
formulas related to that rule (see Section 3.2.4). We also
show the number and percentage recovered by the overall
code formula (fcode). Since Tables 4 and 5 split the hierarchy
and cross-tree constraints, we provide a summary of the
overall aggregated recoverability results in Table 6. In all
three tables, we highlight the values mentioned in the text
for easier referencing.

As shown in Tables 4 and 5, combining the extracted con-
straints from all sources used leads to recovering more vari-
ability-model constraints. This suggests that the constraints
enforced in the variability model are global in the sense that
they stem from an interaction among different parts of
the system: for example, a combination of preventing a type
error and preventing meaningless selections. Note that the
same constraint may be recovered via multiple sources.
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Therefore, the overall code formulas in each table show
the total number (and percentage) of unique variability-
model constraints recovered from analyzing the code.
Overall, across the four systems, we recover 31% of

hierarchy constraints, and 23% of cross-tree constraints.
Our overall recoverability across the four systems for all
types of constraints using both rules (as shown in
Table 6) is 28%.

TABLE 5
Number (and Percentage) of Variability-Model Cross-Tree Constraints Recovered from Each Code Analysis

uClibc BusyBox eCos Linux

# of VM Cross-tree Constraints 118 265 315 7,759
Count (%) Recovered from code

Rule 1
Preprocessor Constr. (fpreprocessor) 2 (2%) 1 (0%) 5 (2%) 6 (0%)
Parser Constr. (fparser) 0 (0%) 0 (0%) 9 (3%) 2 (0%)
Type Checking Constr. (ftype) 9 (8%) 15 (6%) 1 (0%) 3 (0%)
Linker Constr. (flinker) 11 (9%) 21 (8%) 1 (0%) 19 (0%)

Rule 1 (frule1) 17 (14%) 39 (15%) 26 (8%) 1,522 (17%)

Rule 2
Feature effect Constr. (ffeffect) 7 (6%) 14 (5%) 2 (1%) 58 (1%)
Feature effect - Build Constr. (ffeffect build) 4 (3%) 0 (0%) - 316 (4%)

Rule 2 (frule2) 8 (7%) 14 (5%) 2 (1%) 374 (6%)

Full Code Constraints (fcode) 25 (21%) 57 (22%) 28 (9%) 4,461 (62%)

TABLE 4
Number (and Percentage) of Variability-Model Hierarchy Constraints Recovered from Each Code Analysis1

uClibc BusyBox eCos Linux

# of VMHierarchy Constraints 54 366 588 4,999
Count (%) Recovered from code

Rule 1
Preprocessor Constr. (fpreprocessor) 0 (0%) 0 (0%) 0 (0%) 1 (0%)
Parser Constr. (fparser) 0 (0%) 0 (0%) 3 (1%) 1 (0%)
Type Checking Constr. (ftype) 0 (0%) 1 (0%) 0 (0%) 0 (0%)
Linker Constr. (flinker) 0 (0%) 1 (0%) 0 (0%) 1 (0%)

Rule 1 (frule1) 1 (2%) 2 (1%) 4 (1%) 306 (6%)

Rule 2
Feature effect Constr. 8 (15%) 251 (69%) 48 (8%) 325 (6%)
Feature effect - Build Constr. 4 (7%) 0 (0%) - 1,337 (27%)

Rule 2 (frule2) 9 (17%) 251 (69%) 48 (8%) 1,663 (33%)

Full Code Constraints (fcode) 14 (26%) 265 (72%) 53 (9%) 2,569 (51%)

1Highlighted numbers are those used in the text for easier referencing.

TABLE 6
Summary of Overall Recoverability Results1

uClibc BusyBox eCos Linux Overall
(Geom. Mean)

Rule 1
Hierarchy 1 (2%) 2 (1%) 4 (1%) 306 (6%) 2%
Cross-tree 17 (14%) 39 (15%) 26 (8%) 1,522 (17%) 13%
All constraints 18 (10%) 41 (6%) 30 (3%) 1,828 (14%) 7%

Rule 2
Hierarchy 9 (17%) 251 (69%) 48 (8%) 1,663 (33%) 24%
Cross-tree 8 (7%) 14 (5%) 2 (1%) 374 (6%) 4%
All constraints 17 (10%) 265 (42%) 50 (6%) 2,037 (16%) 14%

Full Code (Rules 1 & 2 conjoined)
Hierarchy 14 (26%) 265 (72%) 53 (9%) 2,569 (51%) 31%
Cross-tree 25 (21%) 57 (22%) 28 (9%) 4,461 (62%) 23%
All constraints 39 (23%) 322 (51%) 81 (9%) 7030 (55%) 28%

1Highlighted numbers are those used in the text for easier referencing.
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To compare the two rules we use to extract solution-space
constraints, we show the overlap between the total number
of recovered variability-model constraints (both hierarchy
and cross-tree) aggregated across both rules in the Venn dia-
grams in Fig. 4. These illustrate that in all systems, a higher
percentage of the variability-model constraints reflects
feature-effect constraints in the code (Rule 1) and that
minimum overlap occurs between constraints recovered by
both rules.

5.3.1 Recoverability Discussion

We can see a pattern in terms of where variability-model
hierarchy and cross-tree constraints are reflected in the
code. Table 4 shows that a large percentage of hierarchy
constraints can be automatically extracted. Specifically as
shown in Table 6, 31% of the hierarchy constraints can be
automatically extracted. This suggests that the structure of
the variability model (hierarchy constraints) often mirrors
the structure of the code. Rule 2 alone can extract an average
24% of the hierarchy constraints (see Table 6). An interesting
case is Linux where already 27% of the hierarchy constraints
are mirrored in the nested directory structure in the build
system (i.e., file presence conditions) as shown in Table 4.
We conjecture that this results from the highly nested code
structure, where most individual directories and files are
controlled by a hierarchy of Makefiles, almost mimicking
the variability model hierarchy [14], [45].

On the other hand, although harder to recover, Table 5 sug-
gests that cross-tree constraints seem to be scattered across
different places in the code (e.g., linker and type information),
and seemmore related to preventing build errors than hierar-
chy constraints are. Interestingly, Fig. 4 shows that there is no
overlap (with the exception of four constraints in uClibc and
Linux) between the two rules we use to recover constraints.
This aligns with the different reasoning behind them: one is
based on avoiding build errors while the other ensures that product
variants are different. The fact that our static analysis of the
code could only recover 28% of the variability-model con-
straints suggests that many of the remaining constraints
require different types of analysis or stem from sources other
than the implementation.We look at this issue inmore details
in our third objective in the next section.

6 CONSTRAINT CLASSIFICATION

To classify the different types of configuration constraints in
order to addressObjective 3, we aggregate and cross-validate
data from four types of analyses that act as different data
sources. First, we elicit developer feedback in the form of
phone interviews and online questionnaires and use
grounded theory [20] to analyze this data. Second, we use
the recoverability results from our automated analysis.
Third, we conduct a manual analysis of a sample of the non-
recovered results to understand why these constraints are
enforced. Fourth, we perform additional automated analysis
to count certain types of constraints which were discovered
using one or more of the previous three analyses.

6.1 Setup and Preliminary Results

We now describe the setup for the four types of analyses we
use to understand and classify constraints. We also show
the raw results where applicable. The raw results from the
four types of analyses are later aggregated into classification
categories in Section 6.1.5.

6.1.1 Developer Interviews

We elicit feedback about configuration constraints from 27
developers across the four systems. We describe how we
contact developers, gather the data, and analyze it below.

Developer recruitment. For each of the four subject sys-
tems, we query each system’s respective source control
repository to identify a list of developers who have made
changes to the configuration files encoding the variability
models. We then contact the identified developers via email,
and give them the choice to participate through a phone
interview or a questionnaire. This is done to cater for differ-
ent developer preferences and availability. A total of 22
developers answered our questionnaires and we conducted
phone interviews with 5 developers. Table 7 shows the
number of developers per system who participated in our
study through both questionnaires and phone interviews.

Questionnaire/interview structure. Online questionnaires
had a specific set of open-ended questions for the develop-
ers to answer without our intervention. For each system, we
additionally provided three to four examples of constraints
that we could not recover and asked developers to explain
why such dependencies are enforced. Interviews, on the
other hand, were semi-structured [55] and lasted an average
of 34 minutes. While we had the same list of questions and
examples from the questionnaire in mind during the phone
interviews, we allowed the conversation to steer away from

Fig. 4. Overlap between Specifications 1 and 2 in recovering variability-
model constraints. An overlap means that the same model constraint
can be recovered by both rules.

TABLE 7
Number of Developers Interviewed through Questionnaires

and Phone Conversations

System Questionnaires Phone
Interviews

Total

uClibc 2 1 3
BusyBox 1 2 3
eCos 1 0 1
Linux 18 2 20

Total 22 5 27
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these fixed questions depending on the developer’s
responses. Thus, each interview was shaped by the
developer’s responses and their willingness to share infor-
mation. Questions in both the interviews and questionnaires
revolved around the following themes:

� When is a feature added to the variability model?
� When is a dependency enforced?
� How can we extract configuration constraints?
Answers from all three themes help us understand when

dependencies are enforced and how they can be extracted.
For the third question, we ask developers about our two
extraction rules. This included their view on valid versus
invalid configurations as well as nesting of #IFDEF s in code.

Data analysis. To analyze the data we collected from the
27 developer responses, we first transcribe all phone inter-
views. Since our study is of exploratory nature, we use
grounded theory [20] to analyze the data from both inter-
views and questionnaires where we use open-coding to
identify key sources of dependencies. For the interview
data, participants are coded for anonymity. We give each
developer a code showing the system (UC for uClibc, BB for
BusyBox, EC for eCos, and LI for Linux) followed by a
number.

6.1.2 Automated Classification

To facilitate parts of the investigation, we use the recover-
ability results from Section 5.3 to automatically classify a
large number of constraints as technical and statically dis-
coverable. Specifically, our analysis shows that 28% of the
constraints are code dependencies which can be automati-
cally extracted (see Table 6).

6.1.3 Manual Analysis

To understand what other categories of constraints exist,
we randomly sample 144 non-recovered constraints (18
hierarchy and 18 cross-tree constraints from each subject
system). We then divide these constraints among the
authors of the paper for manual investigation. The goal is

for each author to try to identify the reason behind
enforcing these non-recovered constraints by manually
looking at the implementation as well as reading the doc-
umentation of the features involved. In the process, we
also try to understand why these constraints could not be
recovered using our automated analysis. Each author
records the findings for each of their assigned set of con-
straints. At the end of the process, one author went
through all the recorded reasons in order to categorize
them. Thus, 75% of the studied constraints are cross-vali-
dated by two authors. In Table 8, we show the raw data
from this analysis, where we summarize the five cases
that explain the analyzed sample of non-recovered con-
straints. In the last column, we show the percentages gen-
eralized to the general constraint population,2 which we
use in the results below.

6.1.4 Additional Automated Analysis

Our interviews and manual analysis showed that there
are certain patterns of constraints such as those contain-
ing feature(s) not used in the code or those containing
features related to hardware or platform restrictions. We
automatically count the first case by checking all variabil-
ity-model constraints to see how many constraints have
such features. We find that 21% of constraints across the
four systems have at least one feature not used in the
code. For the second case, we count the constraints in
BusyBox which contain the hardware feature PLATFORM_LI-
NUX which we came across in the manual analysis and
which was also discussed during the interviews. We find
that 110 out of the 366 cross-tree constraints in BusyBox
contain this feature.

TABLE 8
Manual Analysis of Non-Recovered Constraints1

Case Description Number of
Constraints

% Adjusted to
Constraint Population

1. Additional analysis required Can be recovered using more expensive
analysis

30 16%

1.1 Data-flow analysis or testing 16 9%
1.2 More specific analysis 14 8%
2. More relaxed code constraints Extraction relates two features but is less

strict than the variability model
27 15%

3. Domain knowledge At least one of the features is not used in
the code & relation can only be identified
through expert knowledge

40 22%

3.1 Configurator-related 27 15%
3.2 Platform or hardware knowledge 13 7%
4. Limitation in extraction We do not support non-boolean

comparisons and C++ code
5 2%

5. Unknown We could not determine the rationale
behind the enforced constraint

42 23%

1We could explain 58% of the non-recovered constraints through four cases, but could not determine the rationale for the remaining constraints. Highlighted
numbers are those used in the text for easier referencing.

2. To determine the generalized percentages, we have to also con-
sider that we have already automatically recovered 28% of the existing
configuration constraints. Thus, there is a remainder of 72% of non-
recovered constraints from which we obtain our sample. Thus, getting
the generalized percentage of constraints representing domain knowl-
edge in Table 8 can be found as follows: ð40=144Þ � 0:72 ¼ 20%. The
same can be applied for the other cases.
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6.1.5 Integrating Our Results

Our results from the four types of analyses above sug-
gest that there are four cases for enforcing configuration
constraints: (1) enforcing low-level code dependencies, (2)
ensuring correct run-time behavior, (3) improving the user’s
configuration experience, and (4) avoiding corner cases. In the
next four sections, we describe each of the four cases
along with relevant examples and supporting findings.
Our aim is to understand when dependencies are
enforced and if such dependencies can be automatically
extracted. Thus, for each case, we provide examples,
describe how developers think such dependencies can be
identified, and deduce what implications this might have
on automatic extraction tools. We summarize how the
classification categories are supported by the different
data sources in Table 9.

6.2 Enforcing Low-Level Code Dependencies

Large configurable systems are designed to be modular
such that there is a procedure, file, or component that is
responsible for each functionality. Due to such modular
design, it is common that one feature may need to use cer-
tain functionalities offered by another feature. This can be
in the form of low-level code dependencies such as using
symbols defined in a different feature. When such relation-
ships exist, dependencies between the related features have
to be enforced in the variability model to allow the system
to build successfully, as pointed out by many of the inter-
viewed developers. For example, one of the uClibc develop-
ers explains it as follows:

“Kconfig dependencies usually express requirements
[related to] internal libraries inside the project [as well
as] requirements to avoid build failures because of func-
tionality [needed from other modules].” (UC_1)

6.2.1 Examples

When a module in the system relies on the definition of cer-
tain symbols from a different module, such dependency is
marked in the variability model. We provided an example
of such a low-level dependency between features X and Y in
Listing 1a in Section 2.2.1. A real example from BusyBox is
feature WHO which depends on feature FEATURE_UTMP. The
WHO utility displays the current logged-in user. In order to
display that user, the WHO applet needs access to the /var/
run/utmp file which keeps track of the logged in users.
This file is controlled by FEATURE_UTMP. On a low level, WHO

uses function getutent to identify the current logged in user
which is only defined if FEATURE_UTMP is selected.

6.2.2 Identification

We find that low-level dependencies represent at least 45%
of configuration constraints as shown by our recoverability
analysis and manual analysis results. This is based on the
28% recovered by our analysis, 9% related to data-flow (see
Table 8), and 8% related to additional code analysis (see
Table 8). We believe that 45% represents a lower bound
since our manual analysis may have missed specific depen-
dencies. Our interview data also suggests that low-level
dependencies are the most common reason behind enforc-
ing configuration constraints.

We now discuss specific code analysis techniques which
can identify the various types of low-level dependencies we
found in our data.

Build and linker analysis. Our recoverability results
show that 28% of the constraints can be extracted using
our TypeChef and FARCE infrastructures. Rules 1 and 2
rely on ensuring that the system builds and links cor-
rectly (i.e., all low-level dependencies are respected) and
that the selection of a feature changes something in the
code. This is confirmed by the developers we inter-
viewed, who explained that low-level code dependencies
can be found by analyzing the source code files as well as
the build files. They mainly suggest studying def/use
chains of symbols and looking into linker failures to
determine missing symbols signifying dependencies.
Most of them suggested that imitating the linker and the
C preprocessor would be the best way to determine such
dependencies. A Linux developer summarizes the best
way to identify low-level code dependencies as follows,
confirming our extraction methodology:

“[I would] identify interfaces (functions, variables, mac-
ros) protected by #ifdefs, and identify translation units
that use the protected interfaces and whether the use is
also protected by other #ifdefs. [I would also] look into the
build files. [However,] this would only identify build-
time dependencies.” (LI_7)

Data-flow analysis. During the interviews, one developer
pointed out that dependencies may result from code that
implicitly depends on initialization or value updates that
are done somewhere else. Detecting such cases requires
data-flow analysis. This is also confirmed through our man-
ual analysis where we found that 9% of constraints might
be recovered through data-flow analysis. While our extrac-
tion infrastructure does not yet support data-flow analysis,
there is existing research that can be used as a basis to create
a variability-aware data-flow analysis which can scale to
large systems [18], [19], [39].

TABLE 9
Summary of the Supporting Data Sources for Each Category of Configuration Constraints

Developer
Interviews

Automated Recovery
Results

Manual Analysis Additional Automated
Analysis

Enforcing Low-level Code Dependencies @ @ @
Ensuring Correct Run-time Behavior @ @ @
Improving the User’s Configuration
Experience

@ @ @

Avoiding Corner Cases @
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Additional analysis. Our manual analysis shows that 8% of
configuration constraints can be recovered through more
specific analysis. This includes more advanced build system
analysis than what we currently support or system-specific
analysis such as the use of applets in BusyBox or the kernel
module system in the Linux kernel.

6.2.3 Implications for Extraction Tools

The above discussion shows that dependencies extractable
from the code and build files (with varying degree of cost)
can account for a large portion of configuration constraints.
This is promising for automatic extraction tools. However,
there are still some challenges preventing a complete extrac-
tion which we show with the following two cases we learn
from developer interviews.

Deferring problems to runtime. Developers explain that
they often use static inline function stubs to prevent build-time
errors from occurring as shown in Fig. 5. In this case, func-
tion PCI_REGISTER_DRIVER IN PCI.H (Fig. 5a) is defined if feature
PCI is selected and is defined as a static inline function
returning zero if PCI is not selected. The function is then
used in QL4_OS.C (Fig. 5b), which is only compiled if features
SCSI_QLA_ISCSI and SCSI are selected. A developer looking at
this code can understand that there is a relationship
between SCSI_QLA_ISCSI and PCI, since function PCI_REGISTER_-
DRIVER registers this SCSI driver only if PCI is selected. In the
case when PCI is not selected, the function will be defined as
the empty stub returning zero, which would result in the
driver not being registered. However, a regular compiler, or
a static analysis infrastructure such as ours, would not
detect this relationship, since the static inline function pre-
vents any type errors from occurring. As one uClibc devel-
oper points out:

“A lot of projects like the Linux kernel will provide static
inline stubs which replace the actual implementation
when a specific Kconfig symbol is turned on/off, specifi-
cally to avoid build failures.” (UC_1)

This suggests that developers may intentionally push
handling meaningless or incorrect behavior to runtime
rather than handling such problems at build-time. Using
static inline functions to accomplish such behavior is actu-
ally part of the recommended practices in the Linux kernel
guidelines.3 Detecting such situations would require proj-
ect-specific heuristics which are hard to generalize (and
automate).

Mixing run-time and build-time behavior. Several develop-
ers also mention the tendency to move to using C-based if
checks rather than preprocessor-based #IFDEF checks, which
represents a second challenge for automatic extraction tools.
With if-based checks, code elimination is left to the compiler
where a new macro that is defined to 1 is created if the fea-
ture is selected. If the feature is not selected, this new macro
is defined to 0 (triggering dead-code elimination). We show
such an example in Fig. 6, where the same conditional com-
pilation is achieved with the C preprocessor or through a
regular C if check, assuming dead-code elimination in the
compiler. This achieves a similar effect to the C preproces-
sor, but while avoiding syntax error problems (often
appearing in certain configurations only) which may be
caused by #IFDEF checks. On the contrary, if there is a syntax
error in the if check, the build will break on all configura-
tions and not just a specific one, making it easier to debug
(BB_3). This involvement of run-time behavior again com-
plicates dependency extraction for automated tools, since

Fig. 5. Static inline function definitions may prevent tools from detecting low-level code dependencies.

Fig. 6. Relying on the C compiler (b) versus relying on the C preprocessor (a) for conditional compilation.

3. http://www.kernel.org/doc/Documentation/SubmittingPatches
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runtime checks which cannot be evaluated at build-time can
be mixed with the feature check in the if condition. Several
researchers have investigated means to track such some
configuration options through some variations of slicing,
which might be a starting point for such tooling [6], [40],
[52], [75], [78].

6.3 Ensuring Correct Run-Time Behavior

Apart from enforcing low-level dependencies that are found
in the system’s implementation, we find that dependencies
are also enforced to ensure correct run-time behavior as
indicated by all four data sources. That is, the system may
use external libraries or platform functionalities that are
only known at runtime. Additionally, this category of con-
straints prevents functionalities which will not be beneficial
on certain platforms from being selected.

6.3.1 Examples

As an example of a runtime dependency enforced by config-
uration constraints, any feature in BusyBox which relies on
the proc file system would only work on Linux environ-
ments. Therefore, such a feature would always depend on
the PLATFORM_LINUX feature. As a developer explains, such
features might compile normally without the PLATFORM_LI-
NUX selected, but then if they try to open files in proc, noth-
ing will happen since the proc file system is not available on
non-Linux platforms.

A similar example from the Linux kernel found during
our manual analysis is SERIO_CT82C710 ! X86_64. The first
feature controls the port connection on that particular chip,
but only works with an X86_64 architecture. We can also tell
that such platform restrictions are common from our man-
ual analysis and our additional automated analysis. From
our manual analysis, we find that 7% of constraints have at
least one feature that is not used in the code and is related
to some platform or hardware restriction. In the specific
example of BusyBox, our additional automated analysis
shows that 110 out of 366 cross-tree constraints involve the
feature PLATFORM_LINUX indicating that such hardware
restrictions are very common.

A different yet similar example provided by developers
is including code that uses a PIE executable (Position Inde-
pendent Executable) on a platform that cannot benefit from
it, increasing the binary size by 20% for no purpose. Such an
example shows that the objective behind runtime depen-
dencies is not only to prevent a run-time error from occur-
ring, but also to prevent functionalities which will not be
beneficial on a specific platform.

6.3.2 Identification

Run-time dependencies are very common. We find that run-
time dependencies are usually identified through domain
knowledge or testing.

Domain knowledge. Our interviews show that often devel-
opers simply rely on their domain knowledge to identify
run-time dependencies. Different developers across the sub-
ject systems provide similar comments about how identify-
ing many of these dependencies basically ends up coming
down to experience. This experience is gained from work-
ing with several hardware boards and knowledge of

previous, similar problems which might have occurred.
This aligns with our manual analysis findings where we
could not explain 29% of the constraints we manually ana-
lyzed in our sample4 or found constraints where the rela-
tionship can only be determined through domain
knowledge.

Testing. During our interviews, we find that developers
do not always know of all such dependencies. Some of these
run-time dependencies are only found through testing. As
explained to us by several developers, what happens in
practice is a trial and error process. When the system is
being configured for a new board, for example, developers
select the configuration they believe should work (based on
their expertise). They then test this configuration and correct
any problems which may arise. Simply put, “you configure
it until it works” (LI_19). However, since there are many dif-
ferent hardware devices to test for, some of the dependen-
cies are not known until a user reports some problem on a
specific board, for example. Thus, additional configuration
constraints may be identified at a later stage through user
testing. The following two quotes illustrate this:

“In my experience, there is also a great deal of empirical
build testing which implied adding a dependency. Since
[the build system] only takes care of [the] build time
aspect of a specific software, runtime dependencies are
sorted out differently.” (UC_1)

“You catch everything with your knowledge, and the
remainder comes from user testing (which then expands
your knowledge, obviously).” (BB_2)

This aligns with findings from configuration testing in
other domains (e.g., [24]).

6.3.3 Implications for Extraction Tools

Since identifying run-time dependencies stems from either
testing or domain knowledge, this seems like a limitation
for automatic extraction tools. Static analysis of the code
would not reveal these dependencies. An option would be
to perform some testing on each, or a representative sample,
of the supported platforms to see which configurations
work or fail [47]. However, this is a very costly and time-
consuming process due to its reliance on the availability of
hardware components. That said, there may also be ways to
find such dependencies from the code as we show below.

Relying on feature effect. While many of the features repre-
senting hardware components or platform support may not
be used in the code, some of them are. For example, checks
for PCI or 64 bit support are sometimes used in the code in
the form of #IFDEF checks or in the form of file presence con-
ditions. In this case, our feature effect heuristic reflected in
Rule 2 may be used to recover such dependencies. As
shown in our empirical, recoverability results, Rule 2 alone
can already extract 24% of the hierarchy constraints. A
quick look at the hierarchy constraints suggests that several
of them are related to hardware features, such as PCI or
NET_ETHERNET. However, this can only be used as a heuristic
and will not be able to identify all such constraints, as some
developers may not add such checks in the code and will

4. From Table 8: 42/144 = 29 %.
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rely on the variability model enforcing the right feature
combinations. One BusyBox developer elaborates about this
when explaining why a dependency in the variability model
might be more strict than its corresponding check in the
code:

“You do not need to test for things that are already cov-
ered implicitly by something else elsewhere. You basically
only need tests that prevent something you do not want.
If the thing you do not want cannot happen anyways, you
do not need to test for [it].” (BB_3)

Apart from the above problem, the feature effect heuris-
tic also cannot differentiate between feature dependencies
and feature interactions. We provide more details about this
problem in Appendix A, available in the online supplemen-
tal material.

To overcome such challenges, relying on experts’ domain
knowledge might be the best alternative depending on the
availability of such experts. After automatically detecting
build-time dependencies, and feature effect dependencies,
the information can be presented to such experts where
they can add the dependencies related to run-time behavior.
This is of course a manual process, but it might be the most
effective method for identifying such dependencies when
starting with partial knowledge. This is also supported by
the fact that our additional automated analysis found that
21% of the existing model constraints have at least one fea-
ture not used in the implementation, which means that such
constraints cannot be automatically extracted.

6.4 Improving the User’s Configuration Experience

In all the systems we analyzed, the variability model is used
as a backend to a configurator that guides the user during
the configuration process. Such a configurator contains
menus and sub-menus, as well as other groupings, which
facilitate the configuration process such that the user is not
overwhelmed with all features at once. According to devel-
opers, as well as our manual analysis, some dependencies
exist in the variability model only to support such an
organization.

We believe that such dependencies are common. Our
manual analysis shows that 15% of constraints are related to
organizing things in the configurator. Our additional auto-
mated analysis shows that 21% of configuration constraints
contain at least one feature not used in the code. However,
we cannot automatically determine if such feature(s) are
related to the configurator or not. They might instead repre-
sent hardware features as discussed in the previous section.

6.4.1 Examples

In Kconfig-based systems, menu and menuconfig items are
mainly used to create menus and groupings, even though
they could still be used in the code. BusyBox developer
BB_3 tells us that menu symbols or grouping symbols are
used to avoid overwhelming the user with complexity. For
example, you cannot select specific network cards in the
configurator unless the NETWORKING feature is switched on.
Thus, in some cases, a hierarchy constraint may exist
for presentation purposes in the configurator rather than
because of any technical dependencies.

A similar example is that of the Linux kernel hierarchy
constraint ipc ns! namespaces, which we could not
recover. In this example, NAMESPACES is not used in the code
at all even though it is a regular feature (not a menu or
menuconfig). From the developers, we learn that NAMESPACES

is just used in Kconfig for organization purposes, such that
all namespace-related features can be disabled/enabled
with one click rather than individually choosing the fea-
tures. It is interesting to note that in subsequent releases of
the Linux kernel, NAMESPACES has been changed into a menu-
config item instead of a config item, which makes its organi-
zation role in Kconfig more obvious.

A similar example is the BusyBox feature DESKTOP. A
dependency on DESKTOP is added to features which only
work on desktop environments. Thus, users configuring a
non-desktop environment would not even see these fea-
tures, preventing clutter and confusion with non-relevant
features during configuration.

6.4.2 Identification

It seems that identifying which features need to be grouped
together and how features should appear in the configura-
tor is mainly related to common sense and domain knowl-
edge. Developers know which features are related and,
thus, group them together in the same menu. We come up
with the same conclusion from our manual analysis as well.

6.4.3 Implications for Extraction Tools

Since configurator-related dependencies are not necessarily
reflected in the code, there is no way for automatic detection
tools to extract them. However, using certain heuristics may
work depending on the project. For example, if the list of all
features is available, a name-based heuristic similar to that
used by She et al. [58] can be used to identify related fea-
tures which may appear in the same menu. For example,
CONFIG_NET_KEY may be nested under a CONFIG_NET menu
because their names are similar.

6.5 Avoiding Corner Cases

Our interview data reveals that developers may enforce
dependencies to prevent reasonable corner cases that are
not supported yet. Only a couple of developers mentioned
this so we believe it is not as common as the previous three
cases. As a Linux developer puts it:

“Programmers are not interested in all corner cases, so
support for these configurations may be papered over
using dependencies.” (LI_11)

6.5.1 Examples

One BusyBox developer (BB_3), who is also familiar with
the Linux kernel, points out that there was a configuration
option BROKEN where unsupported functionalities would
depend on it to indicate that they are not fully supported.

Another developer provides a more specific example
from the Linux kernel where a crash occurred because of
the futex5 code on the m68k architecture. Rather than

5. Short for “fast user-space mutex”, which is a Linux kernel system
call that programmers can use to implement basic locking.

836 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 41, NO. 8, AUGUST 2015



generalizing the futex code to work properly on all architec-
tures, the code was changed such that the check causing the
crash can be skipped depending on the value of feature
HAVE_FUTEX_CMPXCHG. On any architecture that suffers from
this runtime crash, a dependency from the feature repre-
senting that architecture to the FUTEX_CMPXCHG feature is
added to prevent the crash. As the developer explains,

“If the various architectures represent corner-cases, the
Kconfig solution avoids the need to generalize the futex
code to cope with them all.” (LI_11)

6.5.2 Identification

Developers are familiar with the system and its domain and
can determine which cases should be supported and which
cases may be very rare such that they can be temporarily or
permanently ignored.

6.5.3 Implications for Extraction Tools

Knowledge of which configurations are prevented due to
avoiding corner cases is hard to automatically detect, unless
developers explicitly mark such corner cases with #ERROR

directives or explicitly document them otherwise. In this
case, these dependencies can be identified with extraction
tools such as ours. Otherwise, automatic extraction tools
(even if performing runtime analysis) cannot identify such
cases. We believe documenting dependencies (when appli-
cable) with #ERROR directives is a good practice since it
makes it easier to ensure that they are enforced in the vari-
ability model. Using #ERROR directives also makes it easier to
understand the rationale behind an enforced constraint as
well as clearer mapping from the variability model to where
the constraint is enforced in the code.

6.6 Constraint Classification Discussion

Our recoverability results from Section 5.3 show that 28%
of existing configuration constraints are low-level code
dependencies, statically discoverable from the code. Based
on data from our other data sources, we believe that low-
level implementation dependencies represent at least 45%
of configuration constraints, which is very promising to
automated tools.

On the other hand, the three other categories of configu-
ration constraints we found show that automated analysis
is not sufficient to extract a complete variability model. We
presented heuristics that may be used in conjunction with
developer input. Such heuristics suggest that some of devel-
opers’ domain knowledge may still be found in the imple-
mentation. However, since identifying many of the
problem-space constraints relies on domain knowledge
from developers, this emphasizes the need for explicit vari-
ability models to document such knowledge.

Finally, the constraint categories we identified can be
used to enhance the user’s experience during configuration.
For example, the user might only want to see dependencies
related to implementation details or those related to hard-
ware restrictions. Studies which examine if such knowledge
enhances the user’s experience can be done in the future.
Existing studies [30] show that one of the challenges config-
urator users face is understanding the dependencies that

need to be satisfied in order to enable an inactive option.
Presenting the sources of the constraints involving each con-
figuration option might facilitate this process, and our work
provides a starting point for this.

7 THREATS TO VALIDITY

7.1 Internal Validity

Tool accuracy. Our analysis extracts solution-space con-
straints by statically finding configurations that produce
build-time errors. Conceptually, our tools are sound and
complete with regard to the underlying analyses (i.e., they
should produce the same results achievable with a brute-
force approach, compiling all configurations separately).
Practically however, instead of well-designed academic pro-
totypes, we deal with complex real-world artifacts written
in several different, decades-old languages. Our tools sup-
port most language features, but do not cover all corner
cases (e.g., some GNU C extensions, some unusual build-
system patterns), leading to minor inaccuracies, which can
have rippling effects on other constraints. We manually
sample extracted constraints to confirm that inaccuracies
reflect only a few corner cases that can be solved with addi-
tional engineering effort (which however exceeds the
scope/resources of a research prototype). We argue that the
achieved accuracy, while not perfect, is sufficient to demon-
strate feasibility and support our quantitative analysis.

Completeness. Our static analysis techniques currently
exploit all possible sources of constraints addressing build-
time errors. We are not aware of other classes of build-time
errors checked by the gcc/clang infrastructure. We could
also check for warnings/lint errors, but those are often
ignored and would lead to many false positives. Other
extensions could include looking for annotations or
comments inside the code, which may provide variability
information. However, even in the best case, this is a semi-
automatic process. Furthermore, dynamic analysis techni-
ques, test cases or more expensive static techniques, such as
data-flow analysis, may also extract additional information,
as we discussed. Finding a cost-effective way of performing
such analyses needs investigation.

Scalability. The percentage of recovered variability-
model constraints in Linux and eCos may effectively be
higher, since we limit the number of constraints we use in
the comparison due to scalability issues. Therefore, we can
safely use the reported numbers as the worst-case perfor-
mance of our tools in these settings. Additionally, we can-
not analyze non-C codebases, which also decreases our
ability to recover technical constraints in systems such as
eCos, where 13% of the codebase comprises C++ and
assembler code, which we excluded.

Classification. Our classification categories are based on
our interpretation and grouping of the data, but since we
rely on several data sources, we benefit from cross-valida-
tion of findings. However, there may be additional catego-
ries which have not been revealed from our data sources.

7.2 Construct Validity

Different transformations or interpretations of the variabil-
ity model may lead to different comparison results than
the ones achieved (e.g., additionally looking at ternary
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relationships). Properly comparing constraints is a difficult
problem. We believe the comparison methods we choose
provide meaningful results that can also be qualitatively
analyzed. Additionally, this strategy allowed us to use the
same interpretation of constraints in all subject systems.
More details about the comparison problem can be found in
Appendix B, available in the online supplemental material.

7.3 External Validity

Developer feedback. In our qualitative study, we managed to
get the feedback of only one eCos developer due to the poor
response rate. However, due to the similar nature of eCos to
the other systems (apart from using a different configura-
tion language), we believe that comments from the develop-
ers of the other systems would still apply to it. This is
especially true since the comments from the eCos developer
we interviewed aligned well with many of our findings
from the other developers.

Number and nature of systems. Due to the significant engi-
neering effort for our extraction infrastructure, we limit our
study to Boolean features and to one language: C code with
preprocessor-based variability. We apply our analysis to
four different systems that include the largest publicly
available systems with explicit variability models. Although
our systems vary in size and cover two different notations
of variability models, all systems are open source, devel-
oped in C, and from the systems domain. Thus, our results
may not generalize beyond that setting.

8 RELATED WORK

This work builds upon, but significantly extends our prior
work. We reuse the existing TypeChef analysis infrastruc-
ture for analyzing #ifdef-based variability in C code with
build-time variability [35], [36], [39]. However, we use it for
a different purpose and extract constraints from various
intermediate results in a novel way, including an entirely
novel approach to extract constraints from a feature-effect
heuristic. Furthermore, we double the number of subject
systems in contrast to prior work (before the conference ver-
sion of this paper). The work is complementary to our prior
reverse-engineering approach for feature models [58] (an
academic variability modeling notation [33]), where we
showed how to get from constraints to a feature model suit-
able for end users and tools. Now, we focus on deriving
constraints in the first place which also involves under-
standing where these constraints come from. This paper is
an extended version of a previous conference publication
[43]. We extended the comparisons to include a global code
formula aggregated from all extracted constraints from dif-
ferent sources to account for interactions between con-
straints from different analyses, which better represents the
recoverability results in Section 5.3. Doing this increases the
recoverability of existing variability-model constraints from
19% in the previous conference publication [43] to 28% in
this paper. We significantly extended our analysis of differ-
ent constraints in practice, adding a qualitative study (inter-
views and surveys), several additional automated analyses,
and a new analysis triangulating all those results into the
categories presented in Section 6. These additional analyses

enable our discussion of when configuration constraints are
enforced in practice.

Techniques to extract features and their constraints have
been developed before, mainly to support the re-engineer-
ing, maintenance, and evolution of highly-configurable sys-
tems. From a process and business perspective, researchers
have developed approaches to re-engineer existing systems
into an integrated configurable system [9], [17], [59], [62].
These approaches include strategies to make decisions:
when to mine, which assets to mine, and whom to involve.
Others have developed re-engineering approaches by ana-
lyzing non-code artifacts, such as product comparisons [23],
[28]. In contrast to techniques using non-code and domain
information, we extract technical constraints from code
with #IFDEF variability. However, once the constraints are
extracted, previous feature model synthesis algorithms
used in non-code based extractions [5] can also be used for
code-based extractions.

From a technical perspective, previous work has also
attempted to extract constraints from code with #IFDEF vari-
ability [37], [58], [65]. Most attempts focus on the preproces-
sor code exclusively [37], [65], looking for patterns in
preprocessor use, but do not parse or even type check the
underlying C code. That is, they are (at most) roughly
equivalent to our partial-preprocessor stage. Prior attempts
to parse unpreprocessed code typically relied on heuristics
(unsound) [48] or could only process specific usage patterns
(incomplete) [8]. For instance, our previous work [58] used
an inexact parser to approximate parts of our Rules 1 and 2.
Our new infrastructure is sound and complete [35], allow-
ing accurate subsequent syntax, type, and linker analyses.

Complementary to analyzing build-time #IFDEF variabil-
ity, researchers in the systems community have focused on
load-time variations through program parameters and con-
figuration files. Such configuration bugs are very common
[76], but actionable in the sense that users can easily change
the configuration. Whereas compile-time macros are rela-
tively easy to identify, several researchers first attempt to
map external configuration parameters to variables in the
program [53], [75]. Once the options are mapped, several
researchers trace them through the program and identify
their dependencies or interactions, through different forms
of static analysis, including symbolic execution [54] and var-
ious forms of static slicing [6], [40], [52], [75], [78]. While
some approaches exploit statistical similarities [72], [77] or
explore runtime effects of potential changes [63], others
attempt to recover some form of constraints:

� Both Rabkin and Katz [53] and Xu et al. [75] identify
potential value ranges of load-time configuration
options. If the analyzed program rejects inputs out-
side this range, this could be considered as a rough
runtime equivalent of our rule one (“all valid config-
uration parameters should pass the input checks”).

� Beyond value ranges, Xu et al. [75] identify control
dependencies among options and report them as
configuration constraints, conservatively excluding
ineffective configurations, roughly a runtime equiva-
lent of our second rule. Along similar lines, Reisner
et al. [54] symbolically execute a system’s test
cases to identify interactions among configuration
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parameters, and conversely combinations of options
that do not impact the program, again in line with
our second rule. Finally, Angerer et al. [6] detect
dead code in configurable systems, another potential
source of constraints similar to rule two, through a
variability analysis of the system dependence graph.

Such static analysis of potential runtime behavior can also
potentially complement our analysis to identify additional
constraints, as discussed in Section 6.2.2. In future work,
although challenging to scale, we plan to investigate
whether we can incorporate additional analysis approaches
that track load-time variability. Data-flow analysis, sym-
bolic execution, and testing tailored to variability [18], [39],
[46], [54] are interesting starting points.

Finally, researchers have investigated the maintenance
and evolution of highly configurable systems. There has
been a lot of research directed at studying and ensuring the
consistency of the problem and solution spaces [68]. How-
ever, most of this work has analyzed features in isolation,
either in the problem space [16], [50], [57], [69] or in the solu-
tion space [38], [61] to identify modeling practices and fea-
ture usage. Some work has also looked at both sides to
study co-evolution [41], [49] or to detect bugs due to incon-
sistencies between variability models and realizations [35],
[36], [42], [44], [65], [66]. While our results can enhance these
consistency checking mechanisms, our goal is to clarify
where constraints arise from and to demonstrate to what
extent we can extract model constraints from the code.

9 CONCLUSION

As large configurable systems become more common, vari-
abilitymodels will becomemore essential to effectively man-
age and maintain such systems. Identifying configuration
constraints is directly related to creating such variability
models. However, there has not been enough work about
howdevelopers identify configuration constraints in practice
and what knowledge do such constraints reflect. Addition-
ally, there are no automated techniques to accurately identify
configuration constraints in large-scale systems.

We address both problems by engineering static analy-
ses to extract configuration constraints and by performing
a large-scale study of constraints in four real-world sys-
tems. The objectives of this study are to (1) evaluate accu-
racy and scalability, (2) evaluate recoverability, and (3)
classify constraints.

Our results show that manually extracting technical con-
straints is very hard for non-experts of the systems, even
when they are experienced developers. We experienced
this first-hand, giving a strong motivation for automating
the task. With respect toObjective 1, we show that automati-
cally extracting accurate configuration constraints from
large codebases is feasible to a large degree and that our
analyses scale. We can recover constraints that in almost all
(93%) cases assure a correct build process. Additionally,
our new feature effect heuristic is surprisingly effective
(77% accurate). With respect toObjective 2, we find that var-
iability models contain much more information than we
can recover from code. Although our scalable static analysis
can recover more than a quarter (28%) of the model con-
straints, additional analyses and external information may

be needed. With respect toObjective 3, our qualitative study
involving 27 developers and manual analysis identifies
four cases where configuration constraints are enforced in
the variability model:

� Enforcing low-level code dependencies to ensure that the
system builds correctly. Build and linker analysis as
well as data-flow analysis can extract such
dependencies.

� Ensuring correct run-time behavior such that the sys-
tem runs correctly and only contains functionality
that would actually work at run-time. This usually
involves platform dependencies where some func-
tionalities only work on certain hardware. Such
dependencies are usually identified from domain
knowledge as well as testing (including user-
testing).

� Improving the user’s configuration experience through
feature groupings and better constraint propagation
in the configurator. Identifying which features are
related usually depends on domain knowledge.

� Avoiding corner cases such that combinations of fea-
tures leading to known, unsupported behavior are
avoided. These can be identified through system
expertise and domain knowledge as well as cases
where this is explicitly marked by #ERROR directives.

Apart from the first case, we find that identifying the
other cases creates obstacles for automated analysis tools
since these are often known through expert knowledge or
through user testing. We believe that using automated
extraction tools such as ours in addition to eliciting domain
knowledge and feedback from expert developers may be
the best way to create complete variability models.
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