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Abstract: A fundamental result in the theory of formal languages asserts the equivalence between

regular expressions and finite automata, each of them denote precisely the same regular languages.

For practical reasons, it is important to convert a regular expression into a finite automaton. That is

why a lot of algorithms have been proposed to realize this conversion.

This result is extended to tree languages. The conversion of a given regular tree expression into a tree

automaton has been widely studied. However, classical interpretations are based upon a Top-Down

interpretation of tree automata.

In this thesis, we propose new constructions based on Glushkov’s one, on the one by Ilie and Yu and on

the one by Brzozowski using a Bottom-Up interpretation. Furthermore, for the two first constructions,

we exhibit a method to factorize transitions of tree automata and show that this technique is particu-

larly interesting for these constructions. Moreover, for the third construction method, we define a new

family of extended regular tree expressions and we show how to compute a Brzozowski-like inductive

tree automaton; the fixed point of this construction, when it exists, is the derivative tree automaton.

Such a deterministic tree automaton can be used to solve the membership test efficiently: the whole

structure is not necessarily computed.

One of the main goals of the Bottom-Up interpretation is to consider the links with deterministic

recognizers, something which cannot be done with classical Top-Down approaches.

Finally, in order to estimate the average complexity of algorithms related to trees (determinism,

minimization, etc.) it is recommended to use random generation of trees. For this purpose, it is useful

to know the exact number of these structures. Therefore, we propose formulae to enumerate and count

the number of ranked trees by size and by height.

Mots clés: trees; tree automata; tree languages; regular tree expressions; derivatives; Bottom-Up;

Top-Down; enumeration; generalized Catalan numbers.

∗Thèse de Doctorat LMD.
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Résumé : Un résultat fondamental de la théorie des langages formels affirme l’équivalence entre

expressions régulières et automates finis, chacun d’eux reconnaissant précisément les mêmes langages

réguliers. Dans la pratique, il est important de convertir une expression régulière en un automate fini.

C’est pourquoi de nombreux algorithmes ont été proposés pour réaliser cette conversion.

Ce résultat est étendu aux langages d’arbres. La conversion d’une expression d’arbre régulière donnée

en un automate d’arbre a été largement étudiée. Cependant, les interprétations classiques sont basées

sur une interprétation Top-Down des automates d’arbres.

Dans cette thèse, nous proposons de nouvelles constructions d’automates d’arbres basées sur celle de

Glushkov, sur celle d’Ilie et Yu et sur celle de Brzozowski en utilisant une interprétation Bottom-Up.

De plus, pour les deux premières constructions, nous présentons une méthode de factorisation des

transitions d’automates d’arbres et montrons que cette technique est particulièrement intéressante

pour ces constructions. De plus, pour la troisième méthode, nous définissons une nouvelle famille

d’expressions d’arbres régulières étendues et nous montrons comment calculer un automate d’arbre

inductif de type Brzozowski ; le point fixe de cette construction, lorsqu’elle existe, est l’automate

d’arbre des dérivées. Un tel automate d’arbre déterministe peut être utilisé pour résoudre efficacement

le test d’appartenance. L’un des principaux objectifs de l’interprétation ascendante est de considérer

les liens avec les reconnaisseurs déterministes, chose qui ne peut pas être réaliser avec les approches

descendantes classiques. Enfin, afin d’estimer la complexité moyenne des algorithmes liés aux arbres

(déterminisme, minimisation, etc.), il est recommandé d’utiliser la génération aléatoire d’arbres. Pour

cela, il est utile de connâıtre le nombre exact de ces structures. Par conséquent, nous proposons des

formules pour énumérer et compter le nombre d’arbres rangés par taille et par hauteur.

Mots clés : arbres ; automates d’arbres ; langages d’arbres ; expression rationnelle d’arbre ; derivation ;

Bottom-Up ; Top-Down ; enumeration ; nombres de Catalan généralisés.
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1

1 Introduction

It was in 1936 that Alan Turing invented the first abstract machine (an automaton) called
Turing Machine [63]. He claimed that this machine is universal i.e. any algorithm can be
computed by a Turing Machine. Due to Turing’s ideas, John von Neumann could construct
in 1945 the architecture of a real machine: the computer [65].

Since 1950, researchers and computer scientists started realizing programming languages
and the computer softwares that implement them. To do so, they needed tools to read, ana-
lyze, execute instructions and also to verify whether the input program is compatible with
the syntax of a given programming language. Such tools are called interpreters and compil-
ers. For this reason, an abstract machine less complicated and less universal than Turing
machine called a finite automaton (or finite state machine) has been invented.

Finite automata are recognizers used in various domains of applications: in electron-
ics [8, 34], in linguistics [21], in algebra [54] and especially in computer science, e.g. to rep-
resent (finite or infinite ) languages, or to solve the membership test, i.e. to verify whether a
given element belongs to a language or not.

In 1956, Chomsky introduced the model of Chomsky hierarchy [21]. He proposed a classifi-
cation of four types of formal languages, he associated to each type of languages an automa-
ton that recognizes it. As an example, Turing machines are the most complicated machines.
They are the ones defining recursively enumerable languages. Finite automata are the simplest
abstract machines that recognize regular languages.

Five years ago before, another mathematical object called regular expression has been cre-
ated by Kleene [38]. This object represents a string that denotes a set of strings. Kleene
showed how the human nervous system works using regular expression contrary to Mc-
Culloch and Pitts when they presented the same model in 1943 using finite automata [44].

Regular expressions are used to describe formal languages, to manipulate programming
languages especially in the compilation phase. They also can be found in text editors like Ed
created by Thompson in 1968 [62].

A fundamental theorem in automata theory has been proposed by Kleene [37] in 1956.
He asserts the existence of an equivalence between the language accepted by an automa-
ton and the language denoted by regular expressions and that these latter are a compact
representation for finite automata.

The powerful of this theorem resides on the possibility of presenting an infinite object
(infinite language) by two equivalent finite objects.

The proof of this theorem is given by proposing conversions algorithms either from au-
tomata to regular expressions [3, 14, 46] or from regular expression to finite automata [62,
28, 2, 35].

In our study, we will focus on the conversion of a regular expression to a finite state
machine in order to recognize languages. For example:

Glushkov [28] showed how to construct a nondeterministic finite automaton with n + 1
states where n represents the number of occurrences of symbols of a given regular expres-
sion. The main idea of the construction is to define some particular sets named First (con-
taining the symbols starting a word in the denoted languages), Follow (containing the sym-
bols following a given symbol in the words in the denoted languages) and Last (containing
the symbols ending a word in the denoted languages) that are computed with respect to
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the occurrences of the symbols that appear in the expression. These so-called Glushkov
automata (or Position automata) are finite state machines that have been deeply studied.
They have been structurally characterized by Caron and Ziadi [15], who could invert the
Glushkov computation by constructing an expression with n symbols from a Glushkov au-
tomaton with n + 1 states. They have been considered too in the theoretical notion of one-
unambiguity by Bruggemann-Klein and Wood [12], characterizing regular languages recog-
nized by a deterministic Glushkov automaton, or for practical applications, like expression
updating [10]. Finally, it is also related to combinatorial research topics. As an example,
Nicaud [51] proved that the average number of transitions of Glushkov automata is linear.
Moreover, the Glushkov automata can be easily reduced into the Follow automata [35] in
the case of word by applying an easy-to-compute congruence from the position functions.

Another method has been proposed to provide the conversion of a given regular ex-
pression to a finite word automaton (appeared in 1964) was Brzozowski’s construction [13];
its basic idea is to use the notion of derivation to compute a deterministic automaton: the
derivative of a regular expression E w.r.t. a word w is a regular expression that denotes the
set of words w′ such that ww′ is denoted by E. This construction is not necessarily finite:
the derivatives of a given regular expression may form an infinite set. However, consider-
ing three equivalence rules (associativity, commutativity and idempotence of the sum), he
proved that the set of (so called) similar derivatives is finite.

And last, Antimirov [2], in 1996 introduced the partial derivation which is a similar
operation to the one defined by Brzozowski; a partial derivative of a regular expression is
no longer a regular expression but a set of regular expressions, that leads to the construction
of a non-deterministic automaton, with at most (n+ 1) states where n is the number of letters
of the regular expression. However, this operation is not defined for extended expressions
(i.e. regular expressions with negation or intersection operators).

Notice that these constructions are used to define words. However, there exists another
class more generalized than words called trees which have two ways to read them: from root
to leaves (Top-Down) or from leaves to the root (Bottom-Up).

Donald Knuth described them as the most important nonlinear structures that appear
in computer science [40]. This structure attracted a lot of researchers, mathematicians and
computer scientists considering the fact that it allows presenting, storing and organizing
information (data) [60, 39] in a hierarchical way as used in XML documents. In mathematics,
especially in graph theory, counting trees was one of the most frequently treated problem.
Cayley [16] was the first who gave the enumeration of labeled trees.

Thatcher was one of the researchers interesting on the notion of trees. He extend the
theory of word automata to tree automata theory [61].

So, one can wonder: can we extend all the studies related to word automata to the case
of tree automata? More precisely, is there an equivalence between tree automata and regular
tree expressions recognizing the same language? Can we transform a regular tree expression
to a tree automaton recognizing the same language? If yes, how can we prove it such that
we have two ways to interpret trees?

The answer of these questions is YES. Kleene theorem still hold in the case of trees. Many
algorithms have been proposed:

• The Glushkov construction was extended to tree automata [43, 49] by using a Top-
Down interpretation of regular tree expressions.

• Antimirov construction has been extended to tree automata. Kuske and Meinecke [42],
in 2011, introduced an algorithm to convert a regular tree expression into a non-
deterministic tree automaton in a Top-Down interpretation.

The Top-Down interpretation can be problematic while considering determinism. In-
deed, it is well-known that there exist regular tree languages that cannot be recognized by
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Top-Down deterministic tree automata [23]. For instance, a deterministic tree automata does
not recognize the language { f (a, b), f (b, a)}.

To solve this limit, we propose throughout this thesis algorithms based on the Bottom-
Up interpretation.

Moreover, in order to estimate and analyze the average complexity of tree algorithms
(e.g. conversion methods [30], minimizing [29], determinism, etc.), it is recommended to use
random generation of ranked trees as used in [20, 50] in the study of deterministic and non
deterministic finite automata (case of unary trees i.e. words), and to do so, it is useful and
important to know the exact number of these structures.

This thesis contains five chapters in total and they are divided into two parts: the first
part containing four chapters, we propose three new constructions of tree automata: the first
based on the construction of Glushkov, the second is based on the one of Ilie and Yu and the
third is based on the notion of derivation of Brzozowski of an extended tree expression. Our
constructions are given in a Bottom-Up way to solve “somehow" the limit of the Top-Down
interpretation.

The second part of this thesis contains one chapter, we propose on it an enumeration of
some ranked trees over a finite set of symbols w.r.t. some conditions.





4

Part I

Constructions of Tree Automata
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2 Preliminaries

In this chapter, we will introduce the tools that we will deal with in this thesis. We will
give notations, definitions and notions related to tree automata.
In Section 2.1, we introduce the structure of trees and the associated operations. The set

of tree languages and its associated operations will be shown in Section 2.2. Section 2.3 is
reserved to introduce the notion of tree automata. Last, we present in Section 2.4 the regular
tree expression.

The content of this chapter is extracted from [19, 22, 23].

2.1 Trees

The structure of trees is the structure the most used and the most important in computer
science. Donald Knuth described trees as the most important nonlinear structures that ap-
pear in computer science contrary to arrays and lists [40]. This structure attracted a lot
of researchers, mathematicians and computer scientists considering the fact that it allows
presenting and storing information (data) in a hierarchical way. In tree automata theory, we
distinguish two kinds of trees, ranked and unranked trees [23]. Throughout this thesis, we
only deal with ranked trees.

2.1.1 Ranked Trees

Definition 2.1.1. A ranked alphabet (Σ, arity) is a couple constituted of:

• An alphabet Σ which contains a finite set of distinct symbols,

• An arity (or rank) is a mapping defined by arity : Σ→N allowing to associate to each symbol
of Σ a rank.

We denote by (Σn)n≥0 the set of symbols of rank n. A symbol f ∈ Σk (or f k ∈ Σ) is said
to be of arity k. The set Σ0 contains symbols of arity zero named constants. We denote by
Σ≥1 the set of symbols of rank greater or equal to one.

Definition 2.1.2. A ranked tree t over Σ is constituted of root symbol, internal nodes and leaves.
The rank of the symbols labelling a node of a tree t represents the number of children (sons) of these
symbols and the symbols of rank zero are labelled in the leaves. The empty tree ε is of rank one.
Formally, a ranked tree t is inductively defined by

t =
{

a if a ∈ Σ0,
f (t1, . . . , tk) if f ∈ Σk,

where ti are subtrees of t for 1 ≤ i ≤ k. We denote this relation by ti � t. The set TΣ is the
set containing all the ranked trees over Σ.

Let us see some properties related to ranked trees:

• root(t) is the root symbol of the tree t, i.e.

root( f (t1, . . . , tk)) = f . (2.1)
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• k− child(t) is the root of the kth subtree if it exists, i.e.

k− child( f (t1, . . . , tk)) = root(tk). (2.2)

• Leaves(t) is the set containing the leaves of a tree t, i.e.

Leaves(t) = {a ∈ Σ0 | a � t}. (2.3)

• k−ary trees are the trees containing k missing leaves or the trees having k apparitions
of ε’s.

We can present the tree t graphically as follows

f

. . .

g

. . .

t1 t2 tk

FIGURE 2.1: Illustration of the tree t = f (t1, . . . , tk).

Example 2.1.1. Let us consider a ranked alphabet defined by Σ = { f 3, g2, a, b, c}. The set of trees
over Σ is given by

TΣ = { f (g(a, b), c, a), g(a, b), f (a, b, g(c, c)), g( f (a, a, b), c), f (g(a, b), c, g(b, a)), . . .}.

Let us consider a tree t = f (g(a, b), c, g(b, a)) ∈ TΣ.

• The root and the leaves of t are

root(t) = f , Leaves(t) = {a, b, c}.

• The subtrees of t are

f (g(a, b), c, g(b, a)) � t, g(a, b) ≺ t,
c ≺ t, g(b, a) ≺ t.

• The k− child of t are

1− child(t) = root(g(a, b)), 2− child(t) = root(c),
= g, = c,

3− child(t) = root(g(b, a)),
= g.

The tree t is presented in Figure 2.2
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f

g

a b

c
g

ab

FIGURE 2.2: A tree t = f (g(a, b), c, g(b, a)).

2.1.2 Operations over Trees

Due to the recursive structure of trees, we can apply and associate operations to trees in
order to produce another trees. For instance, we may concatenate a tree in another tree or
eliminate a subtree from a tree and so on. Let us see some of these actions:

The Concatenation

Definition 2.1.3. Let t, s ∈ TΣ and a ∈ Σ0. We denote by t ·a s the tree obtained by substituting the
tree s in the occurrences of the symbol a in the tree t and it is defined by

t ·a s =
{

s if t = a,
f (t1 ·a s, . . . , tk ·a s) if t = f (t1, . . . , tk),

As an example, let us consider the trees t = f (a, g(b, a)) and s = h(b) in TΣ, where
f , g ∈ Σ2 and a, b, c ∈ Σ0. Then

f (a, g(b, a)) ·a h(c) = f (h(c), g(b, h(c)))

f

g ·a h

c

a

b a

f (a, g(b, a)) ·a h(c)

f

gh

c b
h

c
f (h(c), g(b, h(c)))

The Composition

Definition 2.1.4. Let t = f (t1, . . . , tk) and let m trees t′1, . . . , t′m in TΣ. The composition of trees
is the operation of placing (substituting) the trees t′i (for 1 ≤ i ≤ m) in the i−th missing leaf of t
(i.e. in each εxi that appears in t). We denote this operation by t ◦ (t′1, . . . , t′m) and it is inductively
defined by

t ◦ (t′1, . . . , t′m) =
{

t′1 if t = ε1,
f ((tj ◦ (t′i)xi∈Indε(tj))1≤j≤k) if t = f (t1, . . . , tk),

where Indε(t) = {x1, . . . , xm} (xj ∈ N \ {0}). This set is an ordered set containing the
ε-indices that appear in the k-ary tree t. The set of ε-indices is used to guarantee grafting
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each tree to the right place in the tree t, in other words, the indices define the order of
composition.

Formally a k-ary tree t with R = Indε(t) is defined inductively by

• t = ε j (j ∈N \ {0}) in this case k = 1 ∧ R = {j},

• t = f (t1, . . . , tk) ( f ∈ Σk and for 1 ≤ j ≤ k the tj is a nj-ary tree with Rj ε-indices, such
that 1 ≤ j ≤ j′ ≤ k, Rj ∩ R′j = ∅, in this case k = ∑1≤j≤k nj and R =

⋃
1≤j≤k Rj.

We denote by T(Σ)k the set of k-ary trees over Σ.
As an example, imagine that the ε of a given k-ary tree are not indexed, let us consider

the composition of a given ternary tree by (a, b, c) then,

f (ε, g(ε, ε)) ◦ (a, b, c) = f (a, g(b, c))

or
g(ε, f (ε, ε)) ◦ (b, c, a) = g(b, f (c, a)).

Notice that there is no order to respect. Furthermore, what if we make a composition of a
set of k-ary trees by a list of trees. For instance, { f (ε, g(ε, ε)), g(ε, f (ε, ε))} ◦ (a, b, c) in this
case, we will not obtain a list containing { f (a, g(b, c)), g(b, f (c, a))}. For this reason, we
introduced the ε-indices set.

Let us consider f (ε3, g(ε4, ε2)) ◦ (a, b, c), where f ∈ Σ2, and a, b, c ∈ Σ0.
We have

Indε( f (ε3, g(ε4, ε2))) = {x1 = 2, x2 = 3, x3 = 4}

f

g ◦ (a, b, c) =
ε3

ε4 ε2

f (ε3, g(ε4, ε2)) ◦ (a, b, c)

f

g
b

c a

f (b, g(c, a))

The Partial Composition

Definition 2.1.5. The partial composition ◦1 is defined for any k-ary tree t of ε-indices {j1, . . . , jk}
with k ≥ 1 and for any tree t′ by

t ◦1 t′ = t ◦ (t′, (ε l)j2≤l≤kk)

For example, let us consider f (ε1, g(ε2, a)) ◦1 h(a), where f , g ∈ Σ2, h ∈ Σ1 and a ∈ Σ0.
Then

f (ε1, g(ε2, a)) ◦1 h(a) = f (ε1, g(ε2, a)) ◦ (h(a), ε2) = f (ε1, g(h(a), a)).

The Quotient

Definition 2.1.6. Let t be a k-ary tree and t′ be a k′-tree. The quotient of a tree t w.r.t. t′ is the
operation of deleting nodes in trees, denoted by t′−1(t). This operation allows obtaining a set of trees
t′′ where each tree contains an occurrence of ε.

In the case where an εx appears in t, we should make a reindexing of ε−indices and then increment
them. Given an integer z, we denote by Incε(z, t) the substitution of εx by εx+z.
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Formally, the trees t′′ should satisfy these conditions:

t′′ ◦ (t′, (εxz)1≤z≤k−k′), Indε(t′′) = {1, (xz + 1)1≤z≤k−k′} (2.4)

Consequently,

ε−1
j (ε l) =

{
ε1 if j = l,
∅, otherwise

t−1(t′) = {ε1} ⇔ t = t′

According to [23], the obtained tree is called context. As an example, let us consider the
unary tree t = f (ε1, g(h(a), h(a))) with Indε(t) = {x1 = 1} and the nullary tree t′ = h(a) in
TΣ. Then,

t′′ = t′−1(t) = { f (ε2, g(ε1, h(a))), f (ε2, g(h(a), ε1))}.

t′−1(t) =

f

g
ε1

Inc ↑
h

a

h

a

f

g
ε1

Inc ↑
h

a

h

a

t′−1(t) =

f

g
ε2

ε1
h

a

f

g
ε2

h

a

ε1

Notice that

t′′ ◦ (h(a), ε1) = f (ε2, g(h(a), h(a))), Indε(t′′) = {1, x1 + 1} = {1, 2}.

Consequently, t” ◦ (t′, ε1) = t. Thus, the operation of composition is the dual operation of
the quotient.

2.2 Tree Languages

In this section, we define the tree languages and the operations that we deal with.

Definition 2.2.1. A tree language L is a subset of TΣ, contains a finite or an infinite set of trees. The
set of tree languages is denoted by L(Σ).

Example 2.2.1. Let us consider the ranked alphabet and the set of ranked trees defined in Exam-
ple 2.1.1. Let us consider only the trees (the language L1 ⊆ TΣ) in which f is the root of.

L1 = { f (a, b, c), f (c, b, a), f (g(a, b), c, a), f (a, b, g(c, c), f (g(a, b), c, g(b, a)), f (a, f (b, b, b), c) . . .}.
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Let us consider the set of binary trees L2 ⊆ TΣ.

L2 = {g(a, b), g(a, a), g(b, b) g(b, a), g(g(a, a), c), g(g(c, b), g(a, c)), g(g(g(a, g(a, c)), b), a), . . .}.

As in the case of words, this set of tree language deals with operations. Let us define
each operation apart. For any integer k ≥ 0, for any k languages L1, . . . , Lk ⊆ TΣ, for any
f ∈ Σk

f (L1, . . . , Lk) = { f (t1, . . . , tk) | ti ∈ Li, 1 ≤ i ≤ k}.

• The tree substitution t ·a L is the language obtained by substituting the occurrences of a
by the language L in a tree t and it is inductively defined by:

t ·a L =


L if t = a,
c if c ∈ Σ0 \ {a},
f (t1 ·a L, . . . , tk ·a L) otherwise.

• The a−product ·a (or a←) is the language obtained by substituting the symbol a of the
trees t1 by a set of trees t2 i.e.

L1 ·a L2 = {t1 ·a L2 | t1 ∈ L1}.

• The iterated a−product a,n is a sequence of successive iterations of the a−product and it
is inductively defined by

La,n =

{
{a}, if n = 0,
L ·a La,n−1 ∪ La,n−1 otherwise.

As an example, let us consider the language defined by L = {g(a, b)}.

La,0 = {a} La,1 = {a} ∪ {g(a, b)} ·a {a}
= {a, g(a, b)}

La,2 = La,1 ∪ {g(a, b)} ·a La,1

= La,1 ∪ {g(a, b), g(g(a, b), b)}
= {a, g(a, b), g(g(a, b), b)}.

• The a-closure ∗a is the generalization of Kleene star and it is defined by

L∗a =
⋃
k≥0

La,k.

As an example, let us consider the language L = {g(a, b)}.

L∗a = La,0 ∪ La,1 ∪ La,2 ∪ . . . ∪ La,k

= {a, g(a, b), g(g(a, b), b), g(g(g(a, b), b), b), . . .}.

Definition 2.2.2. A tree language L is homogeneous if all the trees it contains has the same arity
with same ε-indices. It is k-homogeneous if it is homogeneous and it contains only the k−ary
trees. The set of ε−indices is denoted by Indε(L). We denote by L(Σ)k the set of k-homogeneous tree
languages.
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Example 2.2.2. Let us consider the ranked alphabets Σ = { f 3, g2, a, b, c}. Let us see some examples
of k-homogeneous languages.

L1 = {a, b, c, g(a, b), f (c, a, b), f (g(a, b), a, c), g( f (a, a, a), c), f (b, a, g(c, c)), . . .}.
L2 = {ε1, , f (ε1, a, b), g(a, ε1), g(g(b, ε1), c), f (b, c, ε1), f (g(ε1, c), a, b), . . .}

L1 is 0-homogeneous language and L2 is 1-homogeneous language.

As in the case of words and the case of tree languages, this kind of sets deal with opera-
tions such as:

• The union of two k-homogeneous languages of ε-indices R produces a k-homogeneous
tree language with ε-indices R.

• The composition ◦ is extended from trees to set of trees, defined by

L ◦ (L1, . . . , Lk) = {t ◦ (t1, . . . , tk) | t ∈ L, ti ∈ Li, i ≤ k},

where L ∈ L(Σ)k and L1, . . . , Lk ∈ L(Σ) such that Indε(Li) ∩ Indε(Lj) = ∅ (for 1 ≤ i <
j ≤ k). If the tree language Li is ni-homogeneous then the obtained tree language by
the composition L ◦ (L1, . . . , Lk) is ∑1≤i≤k ni-homogeneous.

• The partial composition ◦1 is extended too from trees to tree languages, defined for any k-
homogeneous language L of ε-indices {j1, . . . , jk}with k ≥ 1 and for any tree language
L′ ∈ L(Σ) by

L ◦1 L′ = L ◦ (L′, (ε l)j2≤l≤kk).

• The iterated composition n◦ (for n ∈N) is defined recursively by

Ln◦ =

{
{ε j}, if n = 0,
Ln−1◦ ∪ Ln−1◦ ◦ L otherwise.

where L is 1−homogeneous tree language of ε−index= {j}.

• The closure composition ~ is the extended operation of Kleene star, applied to k−homogeneous
languages, it can be seen as the action of substituting, in each apparition of ε1, the
1−homogeneous language L. It is defined by

L~ =
⋃

n∈N

Ln◦ .

Example 2.2.3. Let us consider the three 1−homogeneous tree languages L = {g(a, ε1)}, L1 =
{ f (a, ε1, b)} and L2 = {ε1}.

L ◦ (L1, L2) = {g(a, ε1)} ◦ ({ f (a, ε1, b), ε1}) = {g(a, f (a, ε1, b)), g(a, ε1)}.

L0◦ = {ε1}, L1◦ = {ε1} ∪ {ε1} ◦ g(a, ε1)

= {ε1, g(a, ε1)}.
L2◦ = {ε1, g(a, ε1)} ∪ {ε1, g(a, ε1)} ◦ {g(a, ε1)}

= {ε1, g(a, ε1), g(a, g(a, ε1))}
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L~ = L0◦ ∪ L1◦ ∪ L2◦ ∪ L3◦ . . .
= {ε1, g(a, ε1), g(a, g(a, ε1)), g(a, g(a, g(a, ε1))) . . .}.

2.2.1 Bottom-Up Quotient of Tree Languages

In this part, we recall the Bottom-Up quotient formulas for languages shown in [19]. The
contents of this part will help to understand the results of Chapter 5.

As we have seen before, the quotient is the operation that allows deleting nodes. Quoti-
enting in a Bottom-Up way is deleting nodes from leaves to root. An internal node (includ-
ing a root) is deleted if and only if its sons are deleted.

Definition 2.2.3. ([19]) The Bottom-Up quotient t−1(L) of a tree language L w.r.t. a tree t is the
tree language

⋃
t′∈L t−1(t′).

The computation of the Bottom-Up quotient is given inductively as follows: let k be an
integer, let α ∈ Σk:

α−1(εx) = ∅, α−1(α(ε1, . . . , εn)) = {ε1},
α−1( f (t1, . . . , tn)) =

⋃
1≤j≤n

f (t′1, . . . , t′j−1, α−1(tj), t′j+1, . . . , t′n),

where x is an integer in N, f is a symbol in Σn, t1, . . . , tn are n trees in TΣ distinct from
(ε1, . . . , εn) and for all integer 1 ≤ z ≤ n, t′z is the tree Incε(1, tz).

Let L be a k-homogeneous language with Indε(L) = {j1, . . . , jk} and j be an integer:

ε−1
j (L) =

{
L ◦ (ε j1+1, . . . , ε jz−1+1, ε1, ε jz+1+1, . . . , ε jk+1) if j = jz ∈ Indε(L),
∅ otherwise.

(2.5)

As an example: let us consider a 2-ary tree t = f (ε2, f (ε1, a)) ∈ L with Indε = {j1 =
2, j2 = 1}, f ∈ Σ2 and a ∈ Σ0. Let us calculate ε−1

2 (t). Then

ε−1
2 ( f (ε2, f (ε1, a))) = { f (ε2, f (ε1, a)) ◦ (ε1, ε j2+1)}

= { f (ε1, f (ε2, a))}.

Let u be a n-ary tree with Indε(u) = {x1, . . . , xn}. Let t = f (t1, . . . , tk) be a l-ary tree. Let
{y1, . . . , yn−l} = Indε(u) \ Indε(t) and for all 1 ≤ j ≤ k, t′j = Incε(k− j, tj). The Bottom-Up
quotient of the tree u w.r.t. t is given by

t−1(u) = ( f−1(t′1
−1
(· · · (t′k

−1
(u)) · · · )) ◦ (ε1, (εyz+1)1≤z≤n−l), (2.6)

Example 2.2.4. Let us consider a tree u = f (ε2, f (a, a)) with Indε(u) = {x1 = 2} and t = f (a, a)
with f ∈ Σ2 and a ∈ Σ0. Let us calculate t−1(u). Then

a−1(u) = { f (ε3, f (ε1, a)), f (ε3, f (a, ε1))}
a−1(a−1(u)) = { f (ε4, f (ε2, ε1)), f (ε4, f (ε1, ε2)) ◦ (ε1, ε2)}
f (a, a)−1(u) = f−1(a−1(a−1(u))) = { f (ε5, ε1) ◦ (ε1, ε2)}

= { f (ε2, ε1)}.

Let us see how to compute the Bottom-Up quotient for the operations over languages:
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• The Bottom-Up quotient for the union of languages can be computed as follows: Let t be a
tree in T(Σ), L1 and L2 be two languages over Σ. Then:

t−1(L1 ∪ L2) = t−1(L1) ∪ t−1(L2). (2.7)

Let t = f (t1, . . . , tk) be an l-ary tree such that f is in Σk and (t1, . . . , tk) is a k-tuple of
trees in T(Σ) different from (ε1, . . . , εk). Let L be a n-homogeneous tree language over
Σ with Indε(L) = {x1, . . . , xn}. Let {y1, . . . , yn−l} = Indε(L) \ Indε(t) and ∀1 ≤ j ≤ k,
t′j = Incε(k− j, tj). Then:

t−1(L) = ( f−1(t′1
−1
(· · · (t′k

−1
(L)) · · · )) ◦ (ε1, (εyz+1)1≤z≤n−l). (2.8)

• The Bottom-Up quotient for the b-product of languages can be computed as follows: Let Σ
be an alphabet. Let t be k-ary tree, L be a 0-homogeneous language, α ∈ Σ and b ∈ Σ0.
Then:

α−1(t ·b L) =


(b−1(t) ·b L) ◦1 b−1(L) if α = b,
α−1(t) ·b L ∪ (b−1(t) ·b L) ◦1 α−1(L) if α ∈ Σ0 \ {b},
α−1(t) ·b L otherwise,

Since L1 ·b L2 =
⋃

t1∈L1
t1 ·b L2, then:

α−1(L1 ·b L2) =


(b−1(L1) ·b L2) ◦1 b−1(L2) if α = b,
α−1(L1) ·b L2 ∪ (b−1(L1) ·b L2) ◦1 α−1(L2) if α ∈ Σ0 \ {b},
α−1(L1) ·b L2 otherwise,

where L1 is a k-homogeneous language, L2 is a 0-homogeneous language, and ◦1 is the
partial composition defined by L ◦1 L′ = L ◦ (L′, (ε l)j2≤l≤jk) with Indε(L) = {j1, . . . , jk}.
For example, let L = {b} be a 0-homogeneous language, let t be a unary tree t =
f (a, f (ε1, a), b), with f ∈ Σ3, {a, b} ∈ Σ0. Let us calculate b−1(t ·a L):

b−1(t ·a L) = b−1(t) ·a L ∪ (a−1(t) ·a L) ◦1 b−1(L)

= b−1( f (a, f (ε1, a), b)) ·a {b} ∪ (a−1( f (a, f (ε1, a), b)) ·a L) ◦1 b−1{b}
= { f (a, f (ε2, a), ε1)} ·a {b} ∪ ({ f (ε1, f (ε2, a), b), f (a, f (ε2, ε1), b)}) ◦1 ε1

= { f (b, f (ε2, b), ε1)} ∪ { f (ε1, f (ε2, a), b), f (a, f (ε2, ε1), b)}
= { f (b, f (ε2, b), ε1), f (ε1, f (ε2, a), b), f (a, f (ε2, ε1), b)}

• The Bottom-Up quotient for the composition of trees can be computed as follows: Let Σ
be an alphabet. Let t be a k-homogeneous language with Indε(t) = {j1, . . . , jk}, let
t1, . . . , tk be k trees and α ∈ Σn. Then:

α−1(t ◦ (t1, . . . , tk)) =
⋃

1≤j≤k

t ◦ ((Incε(1, tl))1≤l≤j, α−1(tj), (Incε(1, tl))j+1≤l≤k)

∪


α((ε jpl

)
1≤l≤n

)−1(t) ◦ (ε1, (Incε(1, tl))1≤l≤k|∀z,l 6=pz
))

if ∀1 ≤ l ≤ n, ∃1 ≤ pl ≤ k, ε l ∈ Lpl

∅ otherwise.
(2.9)
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Since L ◦ (L1, . . . , Lk) =
⋃

t∈L,(t1,...,tk)∈L1,...,Lk
t ◦ (t1, . . . , tk). Then The Bottom-Up quo-

tient for the composition of tree languages is given as follows:

α−1(L ◦ (L1, . . . , Lk)) =
⋃

1≤j≤k

L ◦ ((Incε(1, Ll))1≤l≤j, α−1(Lj), (Incε(1, Ll))j+1≤l≤k)

∪


α((ε jpl

)
1≤l≤n

)−1(L) ◦ (ε1, (Incε(1, Ll))1≤l≤k|∀z,l 6=pz
))

if ∀1 ≤ l ≤ n, ∃1 ≤ pl ≤ k, ε l ∈ Lpl

∅ otherwise.
(2.10)

where L is a k-homogeneous language with Indε(L) = {j1, . . . , jk}, L1, . . . , Lk are k tree
languages.

2.3 Tree Automata

As we have seen in the previous section, the set of tree languages might be infinite, that is
why researchers found a way to present this infinite set by a finite object called: a finite state
machine named a tree automaton. This machine is introduced by Thatcher [61] as a general-
ization of word automata.

The aim of these machines is to read (recognize) set of words/trees. Notice that a word
over a finite set of symbols is a unary tree (a tree where each symbol is of rank 1 or 0). This
structure has two same directions to read it by the automaton (from right to left or from left
to right). However, the structure of trees allows the existence of two kind of tree automata
depending on the direction of reading the tree (either from the root to the leaves (Top-Down)
or from leaves to the root (Bottom-Up)).

As in the case of words, the tree automata can be presented graphically: its states are
presented by nodes, initial state are distinguished by an incoming arrow and final states
by a double circle, there exist an edge between two nodes if and only if a transition exists
between states.

2.3.1 Bottom-Up Tree Automata

In this part, we introduce one kind of tree automata (the Bottom-Up tree automaton). The
trees of this automaton are interpreted from leaves to root.

Definition 2.3.1. The Bottom-Up tree automaton is the automaton defined by

A = (Σ, Q, QF, δ)

where

• Σ a finite set of ranked alphabets, • Q a finite set of states,
• QF ⊆ Q the set of initial states, • δ ⊂ ⋃k≥0(Qk × Σk ×Q) the set of transition rules.

The set of transitions can be seen as the function from Qk × Σk to 2Q defined by

(q1, . . . , qk, f , q) ∈ δ⇔ q ∈ δ(q1, . . . , qk, f ).

It can be extended as the function from (2Q)k × Σk to 2Q defined by

δ(Q1, . . . , Qk, f ) =
⋃

(q1,...,qn)∈Q1×···×Qk

δ(q1, . . . , qk, f ). (2.11)
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Finally, we consider the function ∆ from TΣ to 2Q defined by

∆(t) =
{

δ(a) if t = a,
δ(∆(t1), . . . , ∆(tn), f ) if t = f (t1, . . . , tn).

(2.12)

Using these definitions, the language L(A) (which represents the set of all accepted trees
by the automaton) recognized by the automaton A is the language

L(A) = {t ∈ TΣ | ∆(t) ∩QF 6= ∅}.

As in the case of words, a tree automaton might be deterministic (for each state, there exists
only one following state specifying by a transition) or non deterministic (for a given state,
there can be zero, one or more transitions).

Definition 2.3.2. A Bottom-Up tree automaton A = (Σ, Q, QF, δ) is deterministic if for any
symbol f in Σk, for any k states q1, . . . , qk, |δ(q1, . . . , qk, f )| ≤ 1. Otherwise, the tree automaton is
non deterministic.

Example 2.3.1. Let us consider the Bottom-Up tree automata A = (Σ, Q, QF, δ) and A′ = (Σ, Q, QF, δ′)
where

Σ = {a, b, g1, f 2}, Q = {q1, q2, q}, QF = {q},
δ = {(a, q1), (b, q2), (q, g, q), ((q1, q2), f , q)},

δ′ = {(a, q1), (b, q2), (q, g, q), ((q1, q2), f , q), (q, g, q2)}.

q1

q2

q
f

g

FIGURE 2.3: Determinis-
tic Tree Automaton A.

q1

q2

q
f

g

g

FIGURE 2.4: Non De-
terministic Tree Automa-

ton A′.

The automaton A′ is non deterministic because of the existence of the two transitions colored on
red in Figure 2.4.

Let us see the behavior of a tree automaton: as we have mentioned before, one of the usefulness of
tree automaton is to read\accept\recognize or to solve the membership test of tree languages. Let
us verify whether t = g( f (a, b)) belongs to the language of the automaton A′ or not. By Definition
of ∆ in Equation (2.12),

∆(a) = δ′(a) = {q1}, ∆(b) = δ′(b) = {q2}.

q1

q2

q
f

a

b

g

g
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The only transition in δ′ labeled by f containing qa in its first origin and q2 in its second origin is
((q1, q2), f , q).

∆( f (a, b)) = δ′(∆(a), ∆(b), f ) = {q}.

q1

q2

q
f

a

b

g

g

Last, there are two transitions labeled by g containing q in its origin state and they are: (q, g, q) or
(q, g, q2).

∆(g( f (a, b)) = δ′(∆( f (a, b), g)) = {q, q2}.

q1

q2

q
f

a

b

g

g

Since q is a final state, then g( f (a, b)) ∈ L(A′).

q1

q2

q
f

a

b

g

g

FIGURE 2.5: Recognition of t = g( f (a, b)) by the the tree automaton A′.

There exists an algorithm to convert a Bottom-Up non deterministic tree automaton to a
Bottom-Up deterministic tree automaton preserving the same language.

Theorem 2.3.1 ( [23]). Let A′ = (Σ, Q′, Q′F, ∆′) be a non deterministic tree automaton, then there
exists a deterministic tree automaton A = (Σ, Q, QF, ∆) recognizing the same language.

2.3.2 Top-Down Tree Automata

In this part, we introduce another kind of tree automata called Top-Down tree automaton,
the trees of this automaton, as their name mentions, are interpreted from root to leaves.

The Top-Down tree automaton is the automaton defined by

A = (Σ, Q, QI , δ)

where
•Σ a finite set of ranked alphabets, •Q a finite set of states,
•QI ⊆ Q the set of initial states, •δ ⊆ Q× Σn × 2Qn

the set of transition rules,
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This function can be seen as the function from 2Q × Σn → Qn

((q1, . . . , qn), f , q) ∈ δ⇔ (q1, . . . , qn) ∈ δ(q, f ).

We consider the function δ∗ from 2Q × Σn → 2Qn
defined by

δ∗(Q, f ) =
⋃

q∈Q

δ(q, f ).

Finally, we can consider the function ∆ from 2Q × Σn → 2Qn
as follows

∆(Q, f (t1, . . . , tk)) =
⋃

(q1,...,qn)∈δ∗(Q, f )

∆(q1, t1)× . . .× ∆(qn, tn).

The set of trees accepted by the Top-Down tree automaton represents the language L(A)
defined by

L(A) = {t | δ(QI , t) 6= ∅}.

The Top-Down tree automaton is deterministic if and only if the set QI contains only one
initial state and if there exist two transitions ((q1, . . . , qk), f , q), ((q′1, . . . , q′k), f , q) ∈ δ (for
f ∈ Σk, for any state q, q1, . . . , qk ∈ Q) then (q1, . . . , qk) = (q′1, . . . , q′k).

Unlike to the Bottom-Up tree automaton, determinizing a non deterministic Top-Down
tree automaton does not hold for all instances. As an example, let us consider the non
deterministic tree automaton A.

The language denoted by A is { f (a, b), f (b, a)}, let us suppose that the same language
is denoted by a deterministic tree automaton A′; in this case, we have one initial state which
is q f . Let us suppose that there exists two states qa and qb such that, by Equation (??),
δ(q f , f (a, b)) = f (δ(qa, a), δ(qb, b)) and δ(q f , f (b, a)) = f (δ(qa, b), δ(qb, a)), which means
that we should have δ(qa, b) and δ(qa, a). Contradiction, A′ is deterministic.

As a conclusion, there exists tree languages that cannot be recognized by a Top-Down
deterministic tree automata.

2.4 Regular Tree Expression

In this section, we present another finite object called a regular tree expression in order to
present an infinite set: the tree languages.

A regular tree expression over Σ can be presented as a tree over Σ ∪ {+, ·a, ∗a} where
the symbols +, ·a are of arity 2, the ∗a is of arity 1 and a is in Σ0. As in the case of words, the
regular tree expressions are computed inductively.

Definition 2.4.1. A regular tree expression E over the alphabet Σ is inductively defined by:

E = f (E1, . . . , Ek), E = E1 + E2,
E = E1 ·c E2, E = E∗c

1 ,

where k ∈N, c ∈ Σ0, f ∈ Σk and E1, . . . , Ek are any k regular expressions over Σ.

A regular tree expression E is linear, if each symbol in Σk≥1 occurs at most once in E.
Note that the symbols of rank 0 may appear more than once. We denote by E the linearized
form of E, which is the expression E where any occurrence of a symbol is indexed by its
position in the expression. The set of indexed symbols, called positions, is denoted by Pos(E).
We consider the delinearization mapping h sending a linearized expression over its original
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unindexed version. As an example, one can consider the delinearization morphism h that
sends an indexed alphabet to its unindexed version. Given a language L, we denote by φ(L)
the set {φ(t) | t ∈ L}. The image by φ of an automaton A = (Σ, Q, QF, δ) is the automaton
φ(A) = (Σ′, Q, F, δ′) where

δ′ = {(q1, . . . , qn, φ( f ), q) | (q1, . . . , qn, f , q) ∈ δ}.

By a trivial induction over the structure of the trees, it can be shown that

φ(L(A)) = L(φ(A)). (2.13)

The aim of regular tree expressions is to recognize a set of tree languages, such language is
denoted by L(E) and called the language denoted by the expression E.

Definition 2.4.2. The language denoted by E is the language L(E) inductively defined by

L(∅) = ∅,
L( f (E1, . . . , Ek)) = { f (t1, . . . , tk) | tj ∈ L(Ej), j ≤ k},

L(E1 + E2) = L(E1) ∪ L(E2),
L(E1 ·c E2) = L(E1) ·c L(E2),

L(E∗c
1 ) = L(E1)

∗c ,

with k ∈N, c ∈ Σ0, f ∈ Σk and E1, . . . , Ek any k regular expressions over Σ.

Example 2.4.1. Let us consider the ranked alphabet defined by Σ = Σ2 ∪ Σ1 ∪ Σ0 where Σ2 = { f },
Σ1 = {g} and Σ0 = {a, b}. Let E be the tree expression defined by

E = f (a, b) ·a g(b)∗b .

Hence,

E = f1(a, b) ·a g2(b)∗b , Pos(E) = { f1, g2, a, b}
L(E) = L( f (a, b) ·a g(b)∗b)

= L( f (a, b)) ·a L(g(b)∗b)

= L( f (a, b)) ·a L(g(b))∗b

= { f (a, b)} ·a {g(b)}∗b

= { f (a, b)} ·a {b, g(b), g(g(b)), g(g(g(b))), . . .}
= { f (b, b), f (g(b), b), f (g(g(b)), b), f (g(g(g(b))), b), . . .}.

·a

f

a b

∗b

g

b

FIGURE 2.6: The syntactic tree of the expression E.
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2.5 Conclusion

We have seen throughout this chapter the basic definitions and notations related to tree
automata theory. The Figure bellow recapitulates the notions discussed above.

Tree Au-
tomata Theory

tree lan-
guages

homogeneous
tree

languages

k-
homogeneous

tree
languages

Bottom-
Up

quotient
of tree

languages

tree au-
tomata

Top-Down

deterministic
non deter-

ministic

Bottom-
Up

deterministic
non deter-

ministic

regular tree
expressions

linear ex-
pressions

trees

k-ary trees

unary
trees

Bottom-
Up

quotient
of trees

FIGURE 2.7: Recapitulation of Chapter 2.

After defining the structure of trees, the set of tree languages, tree automata and their
two interpretations and last regular tree expressions. Let us discover the link between all
these mathematical objects in the next chapters.
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3 The Constructions of Top-Down
Tree Automata

In this chapter, we present conversion methods from a regular tree expression to a Top-
Down tree automaton denoting the same language.
In Section 3.1, we show how to convert a regular tree expression into a position tree

automaton. We define in Section 3.2 a generalization of the follow automaton. Section 3.3 is
devoted to present the equation tree automaton. We show in Section 3.4 the construction of
the c-continuation tree automaton. Finlay, we summarize in Section 3.5 the link between the
introduced automata in the previous sections.

3.1 The Position Tree Automaton

Glushkov [28] and independently Mc-Naughton and Yamada [45] were among the first
who could construct a deterministic finite automaton with only n + 1 states from a regu-
lar expression E with n symbols. The basic idea of this construction was to deal with the
linearized form of a regular expression E and to define sets named:

• Pos(E) which contains all the indexed symbols of E.

• First(E) which contains the first symbols of the words in the language L(E).

• Follow(E, x) which is the set containing the successor symbol of the symbol x ∈ E of
a word in the language L(E).

• Last(E) is the set which contains the symbols that ends the word in the language L(E).

These sets are used in the computation of the Glushkov automaton or position automaton.
This construction runs in time O(n3) [28]. Several improvements of this complexity were
proposed [11, 52] in order to obtain a quadratic complexity.

The study of Glushkov’s method were extended to the computation of tree automata. In
this section, we present the results shown in [48, 49] by Mignot et al. These latter proposed a
constructive algorithm called k-position tree automata (or position tree automata), an exten-
sion of Glushkov’s one, using a Top-Down interpretation [23]. Such interpretation allows
the automaton to start its computation at the root in an initial state and then works down of
the tree to the leaves.

3.1.1 Position Functions

Let E be a regular expression over Σ, E its linear form and let f be a symbol in Σk. Let us
define the functions considered in the computation of the tree automaton of this section.

• The set First(E), subset of Σ, contains the roots of the trees in the language of the linear
expression and is formally defined by

First(E) = {root(t) | t ∈ L(E)} (3.1)
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• The set Follow(E, f , k), subset of Σ, contains all the successors of f ( i.e. the symbols
that appear directly below it, considering that the tree grows downwards) in the tree t
whose f is the root of the k-th subtree of t, i.e.

Follow(E, f , k) = {g ∈ Σ | ∃t ∈ L(E), ∃s � t, root(s) = f , k− child(s) = g} (3.2)

We can illustrate it in the Figure 3.1 shown bellow.

f

1 2

g

k

FIGURE 3.1: Illustration of Follow(t, f , k).

• The set Last(E), subset of Σ0, contains the leaves of the trees in the language of the
linear expression and it is defined by

Last(E) = {a ∈ Σ0 | a � t, t ∈ L(E)}. (3.3)

As we have seen in Section 2.4, the regular expressions are defined inductively; Therefore,
these functions can be computed in the same way over the structure of the linear expression
E:

First(0) = ∅, First(a) = {a}, First( f (E1, ..., Ek)) = { f },
First(E1 + E2) = First(E1) ∪ First(E2),

First(E1 ·c E2) =

{
First(E1) \ {c} ∪ First(E2) if c ∈ L(E1),
First(E1) otherwise,

First(E∗c
1 ) = First(E1) ∪ {c},

TABLE 3.1: The computation of the function First.
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Follow(0, f , k) = ∅, Follow(a, f , k) = ∅,

Follow(g(E1, . . . , En), f , k) =


First(Ek) if f = g,
Follow(El , f , k) if ∃l | f ∈ ΣEl

,
∅ otherwise.

Follow(E1 + E2, f , k) =


Follow(E1, f , k) if f ∈ ΣE1

,
Follow(E2, f , k) if f ∈ ΣE2

,
∅ otherwise.

Follow(E1 ·c E2, f , k) =


(Follow(E1, f , k) \ {c}) ∪ First(E2) if c ∈ Follow(E1, f , k),
Follow(E1, f , k) if f ∈ ΣE1

∧ c /∈ Follow(E1, f , k),
Follow(E2, f , k) if f ∈ ΣE2

∧ c ∈ Last(E1),
∅ otherwise ,

Follow(E∗c
1 , f , k) =

{
Follow(E1, f , k) ∪ First(E1) if c ∈ Follow(E1, f , k),
Follow(E1, f , k) otherwise ,

TABLE 3.2: The computation of the function Follow.

where E1, . . . , Ek are k linear expressions over Σ, f is a symbol in Σk, g is a symbol in Σn
and a, c are symbols in Σ0.

Example 3.1.1. Let Σ0 = {a, b, c}, Σ1 = {g} and Σ2 = { f }. Let us consider the expression over
Σ = Σ0 ∪ Σ1 ∪ Σ2 defined by:

E = (a + g(a) + g(a)) ·a ( f (a, b)∗b ·b g(c)∗c)

Its linear form is:
E = (a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c)

The language denoting the expression E is

L(E) = {c, g1(c), g1(g4(c)), g1(g4(g4(c))), g1( f3(a, c)), g1(g4(c)), g1(g4(g4(c))),
g2(c), g2(g4(g4(c))), g2( f3(a, c)), f3(a, c), f3(a, f3(a, c)),
g4(c), g4(g4(c)), . . .}

By applying the alphabetical morphism h we obtain

h(L(E)) = {c, g(c), g(g(c)), g(g(g(c))), g( f (a, c)), f (a, c), f (a, f (a, c)), . . .}



Chapter 3. The Constructions of Top-Down Tree Automata 23

The position functions of the expression E are defined by

Pos(E) = {g1, g2, f3, g4, a, b, c}, Last(E) = {a, c},

First(E) = First((a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c))

= First(a + g1(a) + g2(a)) \ {a} ∪ First( f3(a, b)∗b ·b g4(c)∗c)

= First(a) ∪ First(g1(a)) ∪ First(g2(a)) \ {a} ∪ First( f3(a, b)∗b)

\ {b} ∪ First(g4(c)∗c)

= First(a) ∪ First(g1(a)) ∪ First(g2(a)) \ {a} ∪ First( f3(a, b))
∪ {b} \ {b} ∪ First(g4(c)) ∪ {c}

= {a, g1, g2, } \ {a} ∪ { f3} ∪ {b} \ {b} ∪ {g4} ∪ {c}
= {g1, g2, f3, g4, c},

Follow(E, g1, 1) = Follow((a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c), g1, 1)
= (Follow(a + g1(a) + g2(a), g1, 1) \ {a}) ∪ First( f3(a, b)∗b ·b g4(c)∗c)

= (Follow(g1(a) + g2(a), g1, 1) \ {a}) ∪ First( f3(a, b)∗b) \ {b} ∪ First(g4(c)∗c)

= (Follow(g1(a), g1, 1) \ {a}) ∪ First( f3(a, b)) ∪ {b} \ {b} ∪ First(g4(c)) ∪ {c}
= ({a} \ {a}) ∪ { f3} ∪ {b} \ {b} ∪ {g4} ∪ {c}
= { f3, g4, c},

Follow(E, g2, 1) = Follow((a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c), g2, 1)
= (Follow(a + g1(a) + g2(a), g2, 1) \ {a}) ∪ First( f3(a, b)∗b ·b g4(c)∗c)

= (Follow(g1(a) + g2(a), g2, 1) \ {a}) ∪ First( f3(a, b)∗b) \ {b} ∪ First(g4(c)∗c)

= (Follow(g2(a), g2, 1) \ {a}) ∪ First( f3(a, b)) ∪ {b} \ {b} ∪ First(g4(c)) ∪ {c}
= ({a} \ {a}) ∪ { f3} ∪ {b} \ {b} ∪ {g4} ∪ {c}
= { f3, g4, c},

Follow(E, f3, 1) = Follow((a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c), f3, 1)
= Follow( f3(a, b)∗b ·b g4(c)∗c , f3, 1)
= Follow( f3(a, b)∗b , f3, 1)
= Follow( f3(a, b), f3, 1)
= {a},

Follow(E, f3, 2) = Follow((a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c), f3, 2)
= Follow( f3(a, b)∗b ·b g4(c)∗c , f3, 2)
= Follow( f3(a, b)∗b , f3, 2) \ {b} ∪ First(g4(c)∗c)

= Follow( f3(a, b), f3, 2) ∪ First( f3(a, b)) \ {b} ∪ First(g4(c)) ∪ {c}
= {b} ∪ { f3} \ {b} ∪ {g4} ∪ {c}
= { f3, g4, c},

Follow(E, g4, 1) = Follow((a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c), g4, 1)
= Follow( f3(a, b)∗b ·b g4(c)∗c , g4, 1)
= Follow(g4(c)∗c , g4, 1)
= Follow(g4(c), g4, 1) ∪ First(g4(c))
= {c, g4}.
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3.1.2 Top-Down Position Tree Automaton

The position functions defined above are used for the computation of the position tree au-
tomaton in a Top-Down way which means that the computation of the transitions is done
from root to leaves using a function Follow, recognizing the language denoting by the ex-
pression E.

The Top-Down position tree automaton AP associated to the linear expression E is the
automaton

(Q, Σ, {ε1}, ∆)

where

Q = { f k | f ∈ Σm, 1 ≤ k ≤ m} ∪ {ε1} with ε1 a new symbol not in Σ,

∆ = {( f k, g, (g1, . . . , gn)) | g ∈ Follow(E, f , k)}
∪ {(ε1, g, (g1, . . . , gn)) | g ∈ Σn ∧ g ∈ First(E)}
∪ {(ε1, c) | c ∈ Σ0 ∧ c ∈ First(E)}

For the purpose of proving that the language of the Top-Down position tree automaton
recognizes the language of the regular tree expression E, the authors of [48, 19] gave a
characterization of the membership of a tree t = f (t1, . . . , tk) in the language denoted by E
as follows:

First of all, they showed that a given tree t is belonging to a language of a regular expres-
sion if and only if the set First(E) contains the root of t and for all g(k1, . . . , kl), subtree of t,
the function Follow(E, g, k) contains the roots of the subtrees ti for i ∈ {1, . . . , l}.

Furthermore, they showed the connection between this characterization and the transi-
tion rules ∆ of the Top-Down position tree automaton AP .

As a result, the Top-Down position tree automaton AP recognizes exactly the same lan-
guage denoting the linear expression E. Replacing each transition ( f k

j , gi, (g1
i , . . . , gn

i )) ofAP
by ( f k

j , h(gi), (g1
i , . . . , gn

i )) by using the alphabetical morphism h, we get h(L(AP )) = L(E).

Example 3.1.2. Let us consider the regular expression defined in Example (3.1.1) by

E = (a + g(a) + g(a)) ·a ( f (a, b)∗b ·b g(c)∗c)

The expression E is given by

E = (a + g1(a) + g2(a)) ·a ( f3(a, b)∗b ·b g4(c)∗c)

The set of states is
Q = {ε1, g1

1, g1
2, f 1

3 , f 2
3 , g1

4}

The set of transition rules is

∆ = {
(ε1, c), (ε1, g1, g1

1), (ε1, g2, g1
2), (ε1, f3, ( f 1

3 , f 2
3 )), (ε1, g4, g1

4),

(g1
1, c), (g1

1, g4, g1
4), (g1

1, f3, ( f 1
3 , f 2

3 )), (g1
2, c), (g1

2, g4, , g1
4),

(g1
2, f3, ( f 1

3 , f 2
3 )), ( f 1

3 , c), ( f 2
3 , c), ( f 2

3 , f3, ( f 1
3 , f 2

3 )), ( f 2
3 , g4, g1

4),

(g1
4, c), (g1

4, g4, g1
4)

}
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The Top-Down position tree automaton associated to E is shown in Figure 3.2.

ε1

g1
1 g1

2

f 1
3f 2

3

g1
4

c

a

c

c

c

c

g4

g4

g4

g1

g4

g4

g2 f3f3

f3

f3

FIGURE 3.2: The Top-Down Position Tree Automaton of E.

3.2 The Follow Tree Automaton

Ilie and Yu constructed a non deterministic finite automaton from a regular expression de-
noted the same language, named follow automata [35]. This method is an improvement of the
Glushkov’s algorithm and it is computed in a quadratic time [35]. Its basic idea is to identify
the states of the position automaton having the same Follow set and then merge them.

In this section, we give a computation of an extension of [35] in the case of words to tree
automata called follow tree automaton. This computation is given in [48, 49]. The states of this
automaton are sets of positions instead of positions in the case of position tree automaton
already defined in Section 3.1 and the function Follow already seen in Section 3.1.1 is ex-
tended by Follow(E, ε1, 1) = First(E). Moreover, we show that the follow tree automaton is
the quotient of position tree automaton in the similar way as word automata proven by Ilie
and Yu [35]. The results of this section are extracted from [48, 49].
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The follow tree automaton AF associated with the linear expression E is the automaton

(Q, Σ, QT, ∆)

where

Q = {First(E)} ∪ {
⋃

f∈Σm

{Follow(E, f , k) | 1 ≤ k ≤ m}

QT = {First(E)}
∆ = {(Follow(E, g, l), f , Follow(E, f , 1), . . . , Follow(E, f , m)) | f ∈ Σm

∧ f ∈ Follow(E, g, l) ∧ g ∈ Σn ∪ {ε1} ∧ l ≤ n}
∪ {(I, c) | I ∈ Q, c ∈ I ∧ c ∈ Σ0}

In order to show that the follow automaton recognizes the same language as the regular
expression, let us first see that the follow tree automaton is the quotient of the Top-Down
position tree automaton considering the fact that this quotient conserves the language.

Given E, a regular tree expression over Σ, and considering AP = (Q, Σ, {ε}, ∆) the Top-
Down position tree automaton of E. QuotientingAP toAF is given by the follow relation ∼F
in Q which is defined by

f k ∼F gl ⇔ Follow(E, f , k) = Follow(E, g, l).

where f k, gl are two states of Q.
This relation allows us to compute the follow tree automaton from the Top-Down posi-

tion tree automaton by identifying the similar states ofAP and then to merge them into one
state.

We have seen in Section 6.1 that the language recognized by a linear expression is the
same denoted by AP . Furthermore, since AF is the quotient of AP w.r.t the follow relation,
L(AP ) = L(AF). Therefore, the language denoted by E is recognized by the follow tree
automaton too.

Finally, we apply the alphabetical morphism h by replacing each transition (Follow(E, g, l),
f j, Follow(E, f , 1), . . . , Follow(E, f , m)) of AF by (Follow(E, g, l), h( f j), Follow(E, f , 1),
. . . , Follow(E, f , m)), we obtain h(L(AF )) = L(E).

Let us see an example of how to construct the follow tree automaton from the position
tree automaton.

Example 3.2.1. Let us consider the constructed position tree automaton of Example 3.1.2.
Using the equivalence relation ∼F over the set of states of the position tree automaton AP .

Follow(E, g1, 1) = Follow(E, g2, 1) = Follow(E, f3, 2)

⇓

g1
1 ∼F g1

2 ∼F f 2
3 .
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Follow(E, ε1, 1)

Follow(E, f3, 1)

Follow(E, g1, 1)

Follow(E, g4, 1)

a

c

c

c

g

g

g

gf

f

FIGURE 3.3: The Automaton AP/ ∼F.

Let us compute the follow tree automaton AF associated to E.

Example 3.2.2. Let us consider the tree expression E = (a + g(a) + g(a)) ·a ( f (a, b)∗b ·b g(c)∗c)
defined in Example 3.1.1 and E be its linear form.
The set of states is

Q = First(E) ∪ Follow(E, g1, 1) ∪ Follow(E, g2, 1) ∪ Follow(E, f3, 1) ∪ Follow(E, f3, 2)

∪ Follow(E, g4, 1)
= {{c, g1, g2, f3, g4}, {c, f3, g4}, {c, f3, g4}, {a}, {c, f3, g4}, {c, g4}}
= {{c, g1, g2, f3, g4}, {c, f3, g4}, {a}, {c, f3, g4}, {c, g4}}.

The set of transition rules is

∆ = {
({c, g1, g2, f3, g4}, g1, {c, f3, g4}), ({c, g1, g2, f3, g4}, g2, {c, f3, g4}),
({c, g1, g2, f3, g4}, f3, {a}, {c, f3, g4}), ({c, f3, g4}, f3, {a}, {c, f3, g4}),
({c, g1, g2, f3, g4}, g4, {c, g4}), ({c, f3, g4}, g4, {c, g4}),
({c, g4}, g4, {c, g4}), ({c, g1, g2, f3, g4}, c),
({a}, a), ({c, f3, g4}, c), ({c, g4}, c)
}

The follow tree automaton is presented in Figure 3.4
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{c, g1, g2, f3, g4}

{a}

{c, f3, g4}

{c, g4}

a

c

c

c

g4

g1, g2

g4

g4
f3

f3

FIGURE 3.4: The Follow Tree Automaton of E.

3.3 The Equation Tree Automaton

Brzozowski [13] gave an algorithm to convert a regular expression into a deterministic finite
automaton recognizing the same language. The idea of this conversion is based on the
notion of language quotient over a regular expression by a word w i.e. w−1(L(E)) and on
an operation denoted by dw(E) (the derivative of the expression E w.r.t a word w). This
latter represents a regular expression denoting the set containing the words w′ such that
ww′ ∈ L(E) and they constitute the states of the derivative automaton. Brzozowski [13]
showed that computing the language quotient denoted by a regular expression w.r.t a word
w labeled in the path of a given state to a final state, is the same as computing the language
denoting the derived regular expression w.r.t w.

The obtained automaton has a finite number of states only by considering three rules:
Associativity, Commutativity and Idempotent of the sum. However, even if the number of
states is finite, it is exponential. That is why in 1996 Antimirov [2] tried to fix the "limit"
of this automaton by suggesting another construction based on partial derivative denoted by
∂a(E) (the partial derivative of E w.r.t a). Its main idea is to replace an expression by a set
of expression. The constructed automaton is non deterministic and has at most n + 1 states
where n is the number of symbols of E.

The study of this construction is extended to the notion of trees. This section is devoted
to recall another construction of tree automaton from a regular tree expression called equa-
tion tree automaton due to Kuske and Meinecke [42]. The principal idea of this construction
is to extend the notion of partial derivatives due to Antimirov [2] to tree partial derivative
where the result of such derivative is sets of tuples of expressions instead of sets of regular
expression. The content of this section contains the results of [42] using the notations of [49].
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Let E be a regular tree expression, let f be a symbol in Σk and c be a symbol in Σ0. Let
f−1(E) be the set of tuples of regular expression and it is inductively defined by

f−1(0) = ∅,

f−1(E1 + E2) = f−1(E1) ∪ f−1(E2),

f−1(g(E1, . . . , Ek)) =

{
{(E1, . . . , Ek)} if f = g,
∅ otherwise,

f−1(E1 ·c E2) =

{
f−1(E1) ·c E2 if c /∈ L(E1),
f−1(E1) ·c E2 ∪ f−1(E2) otherwise,

f−1(E∗c
1 ) = f−1(E1) ·c E∗c

1 ,

where (E1, . . . , Ek) are k tree expressions and where the derivative formulas of the c-product
and the c-closure is the c-product of a tuple of expressions and a regular expression defined
by

E ·c E = (E1 ·c E, . . . , Ek ·c E)

where E = (E1, . . . , Ek).
Moreover, the derivative formulas f−1 is also extended to any set of tuples of regular

expression. Thus, by considering S a set of tuples of regular expression,

f−1(S) =
⋃

E∈S
f−1(E)

Finally, we denote by ∂w(E) the partial derivative of a regular expression E w.r.t a word
w ∈ Σ∗≥1 and it is the set of regular expression defined by

∂w(E) =


{E} if w = ε,
SET( f−1(∂u(E))) if w = u f ∧ u ∈ Σ∗≥1 ∧ f−1(∂u(E)) 6= ∅,
{0} if w = u f ∧ u ∈ Σ∗≥1 ∧ f−1(∂u(E)) = ∅.

where SET(E1, . . . , En) = {E1, . . . , En}.
The result of a partial derivative of a regular expression w.r.t w ∈ Σ∗≥1 is a set of expres-

sion called derived term of E.

Example 3.3.1. Let us consider the alphabet defined by Σ2 = { f }, Σ1 = {g}, Σ0 = {a, b, c} and
Σ = Σ0 ∪ Σ1 ∪ Σ2. Let E be the tree expression defined by E = E1 ·a E2 ·b E3.

where E1 = (a + g(a) + g(a)), E2 = f (a, b)∗b and E3 = g(c)∗c .
Let us show how to calculate the derivative of E w.r.t w ∈ Σ∗≥1.
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∂ f (E) = ∂ f (E1 ·a E2 ·b E3) ∂g(E) = ∂g(E1 ·a E2 ·b E3)

= ∂ f (E1 ·a E2) ·b E3 ∪ ∂ f (E3) = (∂g(E1) ·a E2) ·b E3 ∪ ∂g(E3)

= (∂ f (E1) ·a E2 ∪ ∂ f (E2)) ·b E3 ∪ ∂ f (E3) = (∂g(E1) ·a E2 ∪ ∂g(E2)) ·b E3 ∪ ∂g(E3)

= ∂ f (E2) ·b E3 = {a ·a E2 ·b E3} ∪ {c ·c g(c)∗c}
= {a ·b f (a, b)∗b ·b E3, b ·b f (a, b)∗b ·b E3} = {a ·a E2 ·b E3, c ·c E3}
= {a ·b E2 ·b E3, b ·b E2 ·b E3}

∂ f f (E) = ∂ f f (E1 ·a E2 ·b E3) ∂g f (E) = ∂g f (E1 ·a E2 ·b E3)

= ∂ f (∂ f (E1 ·a E2 ·b E3) = ∂g(∂ f (E1 ·a E2 ·b E3))

= ∂ f (a ·b E2 ·b E3) ∪ ∂ f (b ·b E2 ·b E3) = ∂g(a ·b E2 ·b E3) ∪ ∂g(b ·b E2 ·b E3)

= ∂ f (E2 ·b E3) = ∂g(b ·b E3 ·b E4)

= ∂ f (E2) ·b E3 ∪ ∂ f (E3) = ∂g(E2 ·b E3)

= {a ·b f (a, b)∗b ·b E3, b ·b f (a, b)∗b , ·bE3} = ∂g(E2) ·b E3 ∪ ∂g(E3)

= {a ·b E2 ·b E3, b ·b E2 ·b E3} = ∂g(g(c)∗c)

= ∂ f (E) = {c ·c g(c)∗c}
= {c ·c E3}

∂ f g(E) = ∂ f g(E1 ·a E2 ·b E3) ∂gg(E) = ∂gg(E1 ·a E2 ·b E3)

= ∂ f (∂g(E1 ·a E2 ·b E3)) = ∂g(∂g(E1 ·a E2 ·b E3))

= ∂ f (a ·a E2 ·b E3) ∪ ∂ f (c ·c E3) = ∂g(a ·a E2 ·b E3) ∪ ∂g(c ·c E3)

= ∂ f (E2 ·b E3) = ∂g(E2 ·b E3) ∪ ∂g(E3)

= ∂ f (E2) ·b E3 ∪ ∂ f (E3) = (∂g(E2) ·b E3 ∪ ∂g(E3)) ∪ ∂g(E3)

= ∂ f (E2) ·b E3 = ∂g(E3)

= {a ·b E2 ·b E3, b ·b E2 ·b E3} = ∂g(c ·c g(c)∗c)

= ∂ f (E) = {c ·c E3}.
= ∂g f (E)

∂g f g(E) = ∂ggg(E) = {c ·c E3}

Notice that the set of partial derivatives of E, denoted byDE, w.r.t w ∈ Σ∗≥1 is finite an it is given
by

DE = {E, a ·b E2 ·b E3, b ·b E2 ·b E3, c ·c E3, a ·a E2 ·b E3}.

After defining the partial derivative of the expression E, we can define the equation tree
automaton

AE = (Q, Σ, {E}, ∆)

where

Q = DE

∆ = {(F, f , G, . . . , Gk) | F ∈ Q, f ∈ Σk, k ≥, (G1, . . . , Gk) ∈ f−1(F)}
∪ {(F, c) | F ∈ Q ∧ c ∈ (L(F) ∩ Σ0)}
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This tree automaton and the regular tree expression associated with it denote the same lan-
guage.

Example 3.3.2. Let us consider the tree expression E = E1 ·a E2 ·b E3.
where E1 = (a + g(a) + g(a)), E2 = f (a, b)∗b and E3 = g(c)∗c defined in Example 3.1.1. Let

us compute the equation tree automaton AE associated to E.

Q = DE

= {E, a ·b E2 ·b E3, b ·b E2 ·b E3, c ·c E3, a ·a E2 ·b E3}

∆ = {
(E, f , a ·b E2 ·b E3, b ·b E2 ·b E3), (a ·a E2 ·b E3, f , a ·b E2 ·b E3, b ·b E2 ·b E3),
(b ·b E2 ·b E3, f , a ·b E2 ·b E3, b ·b E2 ·b E3), (b ·b E2 ·b E3, g, c ·c E3),
(E, g, a ·a E2 ·b E3), (a ·a E2 ·b E3, g, c ·c E3), (E, g, c ·c E3),
(E, c), (a ·a E2 ·b E3, c), (a ·b E2 ·b E3, a), (c ·c E3, c)
(b ·b E2 ·b E3, c)
}

The equation tree automaton associated to the expression E is shown in the Figure 3.5.

{E}

{a ·b E2 ·b E3}

{b ·b E2 ·b E3}

{c ·c E3}

{a ·a E2 ·b E3}

c

c

a

c

c

g

g

g

g

g

f

f

f

FIGURE 3.5: The Equation Tree Automaton of E.

3.4 The C-Continuation Tree Automaton

This section is dedicated to recall the last Top-Down construction of tree automata of this
chapter, called the c-continuation tree automaton presented in [47]. In the case of words, this
construction were first introduced by Berry and Sethi [9] and extended by Champarnaud
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and Ziadi [18, 17]. The idea of this method is to apply the notion of derivation due to
Brzozowski [13], to a linear form of a regular expression instead to a regular expression.

Moreover, Champarnaud and Ziadi proved in [17] that the position automata is isomor-
phic to the c-continuation automaton in the case of words. In the similar way, it is shown
that this relation still valid in the case of trees too [48, 49].

The content of this section is extracted from [47, 48, 49] and we only consider regular
expressions without 0 or reduced to 0 (i.e. without occurrences of 0).

We denote by C f k(E) the c-continuation of f in E and it is the expression defined by

C f k(g(E1, . . . , Em)) =

{
Ek if f = g
C f k(Ej) if f ∈ ΣEj

C f k(E1 + E2) =

{
C f k(E1) if f ∈ ΣE1

C f k(E2) if f ∈ ΣE2

C f k(E1 ·c E2) =


C f k(E1) ·c E2 if f ∈ ΣE1

C f k(E1) if f ∈ ΣE2
∧ c ∈ Last(E1)

0 otherwise

C f k(E∗c
1 ) = C f k(E1) ·c E∗c

1

where E 6= 0 is a linear form of a regular expression E, k and m are two integers where
1 ≤ k ≤ m and f is a symbol in ΣE ∩ Σm.

We set by convention Cε(E) = E.

Example 3.4.1. Let us consider the tree expression E = (a + g(a) + g(a)) ·a ( f (a, b)∗b ·b g(c)∗c)
defined in Example 3.1.1 and E = E1 ·a E2 ·b E3 be its linear form. Where E1 = (a+ g1(a) + g2(a)),
E2 = f3(a, b)∗b and E3 = g4(c)∗c .
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Let us compute the c-continuation of E.

Cg1
1
(E) = Cg1(E1 ·a E2 ·b E3) Cg1

2
(E) = Cg1

2
(E1 ·a E2 ·b E3)

= Cg1
1
(E1) ·a (E2 ·b E3) = Cg1

2
(E1) ·a (E2 ·b E3)

= Cg1
1
(a + g1(a) + g2(a)) ·a (E2 ·b E3) = a ·a (E2 ·b E3)

= a ·a (E2 ·b E3)

C f 1
3
(E) = C f 1

3
(E1 ·a E2 ·b E3) C f 2

3
(E) = C f 2

3
(E1 ·a E2 ·b E3)

= C f 1
3
(E2 ·b E3) = C f 2

3
(E2 ·b E3)

= C f 1
3
(E2) ·b E3 = C f 2

3
(E2) ·b E3

= C f 1
3
( f3(a, b)∗b) ·b E3 = C f 2

3
( f3(a, b)∗b) ·b E3

= C f 1
3
( f3(a, b)) ·b f3(a, b)∗b ·b E3 = C f 2

3
( f3(a, b)) ·b f3(a, b)∗b ·b E3

= a ·b E2 ·b E3 = b ·b E2 ·b E3

Cg1
4
(E) = Cg1

4
(E1 ·a E2 ·b E3)

= Cg1
4
(E2 ·b E3)

= Cg1
4
(E3)

= Cg1
4
(g4(c)∗c)

= Cg1
4
(g4(c)) ·c g4(c)∗c

= c ·c E3

After defining the C f k(E), now we are able to compute from the regular expression E the
c-continuation tree automaton

AC = (QC , ΣE, {Cε1(E)}, ∆C)

where

QC = {( f k, C f k(E)) | f ∈ Σm, 1 ≤ k ≤ m} ∪ {(ε1, Cε1(E)}
∆C = {(x, Cx(E)), g, ((g1, Cg1(E)), . . . , (gm, Cgm(E))))

| g ∈ ΣE, m ≥ 1, (Cg1(E), . . . , Cgm(E)) ∈ g−1(Cx(E))}
∪ {((x, Cx(E)), c) | c ∈ L(Cx(E)) ∩ Σ0}

Using the mapping h by unmarking the transitions of AC we obtain the c-continuation tree
automaton associated to E. This constructed automaton recognizes the language denoting
the regular expression [47, 48].

Example 3.4.2. Let us construct the c-continuation tree automaton from a regular tree expression
defined in Example 3.1.1 using the computation of the c-continuation of Example 3.4.1.
The set of states is

Q = {(ε1, E1 ·a E2 ·b E3), (g1
1, a ·a E2 ·b E3), (g1

2, a ·a E2 ·b E3), ( f 1
3 , a ·b E2 ·b E3),

( f 2
3 , b ·b E2 ·b E3), (g1

4, c ·c E3)}
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The set of transition rules is

∆ = {
((ε1, E1 ·a E2 ·b E3), f3, ( f 1

3 , a ·b E2 ·b E3), ( f 2
3 , b ·b E2 ·b E3)),

(( f 2
3 , b ·b E2 ·b E3), f3, ( f 1

3 , a ·b E2 ·b E3), ( f 2
3 , b ·b E2 ·b E3)),

((g1
1, a ·a E2 ·b E3), f3, ( f 1

3 , a ·b E2 ·b E3), ( f 2
3 , b ·b E2 ·b E3)),

((ε1, E1 ·a E2 ·b E3), g1, (g1
1, a ·a E2 ·b E3)),

((ε1, E1 ·a E2 ·b E3), g2, (g1
2, a ·a E2 ·b E3)),

((ε1, E1 ·a E2 ·b E3), g4, (g1
4, c ·c E3)),

((g1
1, a ·a E2 ·b E3), g4, (g1

4, c ·c E3)),

(( f 2
3 , b ·b E2 ·b E3), g4, (g1

4, c ·c E3)),

((g1
2, a ·a E2 ·b E3), g4, (g1

4, c ·c E3)),

((g1
4, c ·c E3), g4, (g1

4, c ·c E3)),

(c, (ε1, E1 ·a E2 ·b E3)), (c, (g1
4, c ·c E3)),

(c, (g1
1, a ·a E2 ·b E3)), (c, (g1

2, a ·a E2 ·b E3)),

(a, ( f 1
3 , a ·b E2 ·b E3)), (c, ( f 2

3 , b ·b E2 ·b E3)),
}

The c-continuation tree automaton associated to E is shown in Figure 3.6
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(ε1, Cε1 (E))

(g1
1, a ·a E2 ·b E3) (g1

2, a ·a E2 ·b E3)

( f 1
3 , a ·b E2 ·b E3)( f 2

3 , b ·b E2 ·b E3)

(g1
4, c ·c E3)

c

a

c

c

c

c

g4

g4

g4

g1

g4

g4

g2

f3
f3

f3

f3

FIGURE 3.6: The C-Continuation Tree Automaton of E.

3.5 Relation between the Top-Down Constructed Tree Automata

In this Section, we show the link between the constructed Top-Down tree automata shown
in the previous sections.

Given E, a regular tree expression over Σ and considering AC the c-continuation tree
automaton of E.

Quotienting AC to AE is given by the equivalence relation ∼e over the set of states of AC
and it is defined by

( f k
j , C f k

j
(E)) ∼e (gp

i , Cgp
i
(E))⇔ h(C f k

j
(E)) = h(Cgp

i
(E)).

where ( f k
j , C f k

j
(E)) and (gp

i , Cgp
i
(E)) are two states of Q of the automaton AC .

This relation allows us to compute the equation tree automaton from the the c-continuation
tree automaton.

Let us see an example of how to construct the equation tree automaton from the c-
continuation tree automaton.

Example 3.5.1. Let us consider the constructed position tree automaton of Example 3.1.2.
Using the equivalence relation ∼e over the set of states of the c-continuation tree automaton.

h(Cg1
1
(E)) = h(Cg1

2
(E))
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h(a ·a E2 ·b E3) = h(a ·a E2 ·b E3)

⇓

(g1
1, Cg1

1
(E)) ∼e (g1

2, Cg1
2
(E))

Thus,

{h(E)}

{h(a ·b E2 ·b E3)}

{h(b ·b E2 ·b E3)}

{h(c ·c E3)}

{h(a ·a E2 ·b E3)}

c

c

a

c

c

g

g

g

g

g

f

f

f

FIGURE 3.7: The Tree Automaton of AC/ ∼e.

Furthermore, in order to compute the follow tree automaton from the c-continuation, we
define the similarity relation denoted by ≡ over a set of states of AC as the following:

( f k, C f k(E)) ≡ (gp, Cgp(E)⇔ Follow(E, f , k) = Follow(E, g, p).

where ( f k, C f k(E)) and (gp, Cgp(E) are two states of AC .
Let us see an example of a such construction.

Example 3.5.2. Let us consider the constructed position tree automaton of Example 3.1.2.
Using the similarity relation ≡ over the set of states of the c-continuation tree automaton

Follow(E, g1, 1) = Follow(E, g2, 1) = Follow(E, f3, 2)

⇓

(g1
1, Cg1

1
(E)) ≡ (g1

2, Cg1
2
(E)) ≡ ( f 1

2 , Cg1
2
(E))

Thus,
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{Cε1 (E)}

{C f 1
3
(E)}

{Cg1
1
(E), Cg1

2
(E), C f 3

2
(E)}

{Cg1
4
(E)}

a

c

c

c g4

g1, g2

g4

g4
f3

f3

FIGURE 3.8: The Tree Automaton AC / ≡.

Lastly, the authors of [49] showed that the c-continuation and the Top-Down tree au-
tomaton are isomorphic to each other. First of all, they presented the connection between
the position functions and the c-continuations. Then, they found a bijection between the set
of states and a set of transitions of the both tree automata.

We can recapitulate these links in the following figure.

AP

AF

AC

AE

∼F
≡ ∼e

FIGURE 3.9: Relation Between Tree Automata.

3.6 Conclusion

Throughout this chapter, we have shown the transformations of a regular tree expression
into tree automata, by extending the well known construction methods from words to trees
in a Top-Down interpretation which recognize the same language. We have seen the con-
struction of the position tree automata, the generalization of the follow automata, we also
have presented the equation tree automata and the c-continuation tree automata.

In the following chapter, we will introduce new constructions of tree automata from
a regular tree expression which are an extension of the position automata and the follow
automata but upon a Bottom-Up interpretation.
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4 The Constructions of Bottom-Up
Tree Automata

We define in this chapter two new constructions of tree automata based on a Bottom-Up
interpretation. Such interpretation allows the trees to start the lecture from leaves to

the root.
In Section 4.1, we propose a method based on Glushkov’s one using a Bottom-Up in-

terpretation. Due to the structure of the regular expression we show in Section 4.2 how to
factorize transitions of the constructed Bottom-Up tree automaton. Section 4.3 is devoted to
propose a construction method of a tree automaton called father automaton based on the one
by Ilie and Yu using a Bottom-Up approach. In the similar way as shown in Section 4.2, we
show in Section 4.4 the compact version of the father automaton. Finally, in Section 4.5 we
give a comparison between the Top-Down and the Bottom-Up constructions considering a
family of regular tree expression.

The results of this chapter are published in [5, 6].

4.1 The Position Automaton

As we have seen in the previous chapter, Glushkov [28] showed how to construct a nonde-
terministic finite automaton from a given regular expression. The main idea of the construc-
tion is to define some particular sets named First (containing the symbols starting a word
in the denoted languages), Follow (containing the symbols following a given symbol in the
words in the denoted languages) and Last (containing the symbols ending a word in the
denoted languages) that are computed with respect to the occurrences of the symbols that
appear in the expression.

The Glushkov construction was extended to tree automata in a Top-Down interpreta-
tion [43, 49, 48]. The main idea of this construction is to define sets called First (containing
the roots of the trees in the denoted languages), Follow (containing the symbols following
a given symbol (successors) in the trees in the denoted languages) and Last (containing the
leaves in the trees in the denoted languages).

Throughout this section, we suggest a construction of tree automata from a given regular
tree expression based on Glushkov’s one but in Bottom-Up way.

Definition 4.1.1. The predecessors of a symbol f in a tree t = f (t1, . . . , tk) are the symbols that
appear directly above it, considering that trees grow downwards.

We denote by fathers(t, f ), for a tree t and a symbol f the pairs

fathers(t, f ) = {(g, i) ∈ Σl ×N | ∃g(s1, . . . , sl) ≺ t, root(si) = f }. (4.1)

The Figure 4.1 shows that the fathers of the symbol f in the tree t contain the couple
(g, i).
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g

1

s1

2

s2

i

si

f

l

sl

FIGURE 4.1: Illustration of fathers(t, f ).

These couples link the predecessors of f and the indices of the subtrees in t whose root
is f .

Let us consider a tree t = g(t1, . . . , tk) and a symbol f . By definition of the structure of
a tree, a predecessor of f in t is a predecessor of f in a subtree ti of t, or g if f is a root of a
subtree ti of t. Consequently:

fathers(t, f ) =
⋃
i≤n

fathers(ti, f ) ∪ {(g, i) | f = root(ti)}. (4.2)

4.1.1 Position Functions

We define in this part the position functions that are considered in the construction of the
Bottom-Up automaton. We show how to compute them and how they characterize the trees
in the language denoted by a given expression.

Let E be a linear expression over a ranked alphabet Σ and f be a symbol in Σk.

• The set Root(E), subset of Σ, contains the roots of the trees in L(E), i.e.

Root(E) = {root(t) | t ∈ L(E)}. (4.3)

Notice that this set is similar to the set First defined in the previous chapter.

• The set Fathers(E, f ), subset of Σ×N, contains a couple (g, i) if there exists a tree in
L(E) with a node labeled by g whose i-th child is a node labeled by f :

Fathers(E, f ) =
⋃

t∈L(E)

fathers(t, f ). (4.4)

The difference between this set and the Follow set defined in Chapter 3 resides on
the sense of how one could read the next symbols of a given symbol; The successors
which represent the following symbols of a given symbol (related to the set Follow)
or the predecessors which represent the symbols preceding a given symbol (related to
the set Fathers).
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The regular tree expressions are defined inductively; Therefore, these functions can be
computed in the same way over the structure of the linear expression E. Let us show how
to inductively compute these functions.

Lemma 4.1.1. Let E be a linear regular expression over a ranked alphabet Σ. The set Root(E) is
inductively computed as follows:

Root( f (E1, ..., En)) = { f },
Root(E1 + E2) = Root(E1) ∪ Root(E2),

Root(E1 ·c E2) =

{
Root(E1) \ {c} ∪ Root(E2) if c ∈ L(E1),
Root(E1) otherwise,

Root(E∗c
1 ) = Root(E1) ∪ {c},

where E1, . . . , En are n regular expressions over Σ, f is a symbol in Σn and c is a symbol in Σ0.

Proof. Let us consider the following cases.

1. The case when E = f (E1, . . . , En) is a direct consequence of Equation (2.1) and Equa-
tion (4.3).

2. Let us consider the case when E = E1 + E2:

Root(E1 + E2) = {root(t) | t ∈ L(E1 + E2)}
= {root(t) | t ∈ L(E1)} ∪ {root(t) | t ∈ L(E2)}
= Root(E1) ∪ Root(E2).

3. Let us consider that E = E1 ·c E2:

Root(E1 ·c E2) = {root(t) | t ∈ L(E1) ·c L(E2)}
= {root(t) | t ∈ t1 ·c L(E2), t1 ∈ L(E1)}

(a) If c ∈ L(E1):

Root(E1 ·c E2) = {root(t) | t ∈ t1 ·c L(E2), t1 ∈ L(E1)}
∪ {root(t) | t ∈ t1 ·c L(E2), t1 6= c, t1 ∈ L(E1)}

= Root(E2) ∪ Root(E1) \ {c}.

(b) If c /∈ L(E1):

Root(E1 ·c E2) = {root(t) | t ∈ t1 ·c L(E2), t1 ∈ L(E1)}
= Root(E1).

4. Let us suppose that E = E∗c
1 :

Root(E∗c
1 ) ={root(t) | t ∈ L(E∗c

1 )}
={root(t) | t = c ∈ L(E1)} ∪ {root(t) | t ∈ t1 ·c L(E∗c

1 ), t1 6= c, t1 ∈ L(E1)}
={c} ∪ Root(E1).
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Lemma 4.1.2. Let E be a linear regular expression and f be a symbol in Σk. The set Fathers(E, f )
is inductively computed as follows:

Fathers(g(E1, ..., En), f ) =
⋃
i≤n

Fathers(Ei, f ) ∪ {(g, i) | f ∈ Root(Ei)},

Fathers(E1 + E2, f ) = Fathers(E1, f ) ∪ Fathers(E2, f ),

Fathers(E1 ·c E2, f ) = (Fathers(E1, f ) | f 6= c) ∪ Fathers(E2, f )

∪ (Fathers(E1, c) | f ∈ Root(E2))

Fathers(E∗c
1 , f ) = Fathers(E1, f ) ∪ (Fathers(E1, c) | f ∈ Root(E1)),

where E1, . . . , En are n regular expressions over Σ, g is a symbol in Σn and c is a symbol in Σ0.

Proof. Let us consider the following cases.

1. The case when E = g(E1, . . . , En) is a direct consequence of Equation (4.2) and Equa-
tion (4.3).

2. Let us suppose E = E1 + E2:

Fathers(E1 + E2, f )

= {(g, i) ∈ Σl ×N | ∃t ∈ L(E1 + E2), ∃g(s1, . . . , sl) ≺ t, root(si) = f }
= {(g, i) ∈ Σl ×N | ∃t ∈ L(E1), ∃g(s1, . . . , sl) ≺ t, root(si) = f }
∪ {(g, i) ∈ Σl ×N | ∃t ∈ L(E2), ∃g(s1, . . . , sl) ≺ t, root(si) = f }

= Fathers(E1, f ) ∪ Fathers(E2, f ).

3. Let us consider E = E1 ·c E2:

Fathers(E1 ·c E2, f )

= {(g, i) ∈ Σl ×N | ∃t ∈ L(E1) ·c L(E2), ∃g(s1, . . . , sl) ≺ t, root(si) = f }
= {(g, i) ∈ Σl ×N | ∃t ∈ t1 ·c L(E2), ∃g(s1, . . . , sl) ≺ t, t1 ∈ L(E1),

root(si) = f }
= {(g, i) ∈ Σl ×N | ∃t1 ∈ L(E1), c ≺ t1, ∃t2 ∈ L(E2), g(s1, . . . , sl) ≺ t2,

root(si) = f }
∪ {(g, i) ∈ Σl ×N | ∃t1 ∈ L(E1), ∃g(s1, . . . , sl) ≺ t1, si 6= c, root(si) = f }
∪ {(g, i) ∈ Σl ×N | ∃t1 ∈ L(E1), ∃g(s1, . . . , si−1, c, . . . , sl) ≺ t1, ∃si ∈ L(E2),

root(si) = f }
= Fathers(E2, f ) ∪ (Fathers(E1, f ) | f 6= c) ∪ (Fathers(E1, c) | f ∈ Root(E1)).

4. Let us consider the case when E = E∗c
1 :

Fathers(E∗c
1 , f )

= {(g, i) ∈ Σl ×N | ∃t ∈ L(E∗c
1 ), ∃g(s1, . . . , sl) ≺ t, root(si) = f }

= {(g, i) ∈ Σl ×N | ∃t ∈
⋃
k≥0

L(E1)
c,k, ∃g(s1, . . . , sl) ≺ t, root(si) = f }.
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Let us set

Sk = {(g, i) ∈ Σl ×N | ∃t ∈ L(E1)
c,k, k ≥ 0, ∃g(s1, . . . , sl) ≺ t, root(si) = f }.

Let us proceed by recursion over k. (a) If k = 0 then S0 = ∅. (b) If k = 1:

S1

= {(g, i) ∈ Σl ×N | ∃t ∈ L(E1)
c,1, ∃g(s1, . . . , sl) ≺ t, root(si) = f }

= {(g, i) ∈ Σl ×N | ∃t ∈ (L(E1) ·c L(E1)
c,0 ∪ L(E1)

c,0), ∃g(s1, . . . , sl) ≺ t,
root(si) = f }

= {(g, i) ∈ Σl ×N | ∃t ∈ t1 ·c {c} ∪ {c}, ∃g(s1, . . . , sl) ≺ t, t1 ∈ L(E1),
root(si) = f }

= {(g, i) ∈ Σl ×N | ∃t ∈ {t1} ∪ {c}, ∃g(s1, . . . , sl) ≺ t, t1 ∈ L(E1),
root(si) = f }

= {(g, i) ∈ Σl ×N | ∃t ∈ L(E1), ∃g(s1, . . . , sl) ≺ t, root(si) = f }
∪ {(g, i) ∈ Σl ×N | ∃t = c, ∃g(s1, . . . , sl) ≺ t, root(si) = f }.

= Fathers(E1, f ) ∪∅

Notice that (Fathers(E1, c) | f ∈ Root(E1)) ⊂ Fathers(E1, c).

Thus,

S1 = Fathers(E1, f ) ∪ (Fathers(E1, c) | f ∈ Root(E1)).

(c) If k > 1:

Sk

= {(g, i) ∈ Σl ×N | t ∈ (L(E1) ·c L(E1)
c,k−1 ∪ L(E1)

c,k−1), ∃g(s1, . . . , sl) ≺ t
root(si) = f }

= {(g, i) ∈ Σl ×N | t ∈ t1 ·c L(E1)
c,k−1, ∃g(s1, . . . , sl) ≺ t, t1 ∈ L(E1),

root(si) = f }
∪ {(g, i) ∈ Σl ×N | t ∈ L(E1)

c,k−1, ∃g(s1, . . . , sl) ≺ t, root(si) = f }

= (Fathers(Ec,k−1
1 , f ) ∪ (Fathers(E1, f ) | f 6= c) ∪ (Fathers(E1, c) | f ∈ Root(E1)))

∪ (Fathers(E1, f ) ∪ (Fathers(E1, c) | f ∈ Root(E1)))

= Fathers(E1, f ) ∪ (Fathers(E1, c) | f ∈ Root(E1)).

Example 4.1.1. Let us consider the ranked alphabet defined by Σ2 = { f }, Σ1 = {g}, and Σ0 =
{a, b}.

Let E and E be the expressions defined by

E = ( f (a, a) + g(b))∗a ·b f (g(a), b), E = ( f1(a, a) + g2(b))∗a ·b f3(g4(a), b).
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The language denoted by E is given by

L(E) = {a, f1(a, a), f1( f1(a, a), a), f1(a, f1(a, a)), f1( f1(a, a), f1(a, a)),
g2( f3(g4(a), a))}.

Hence,

Root(E) = Root(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b)
= Root(( f1(a, a) + g2(b))∗a)

= Root( f1(a, a) + g2(b)) ∪ {a}
= Root( f1(a, a)) ∪ Root(g2(b)) ∪ {a}
= { f1, g2, a},

Fathers(E, f1) = Fathers(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b), f1)

= Fathers(( f1(a, a) + g2(b))∗a , f1) ∪ Fathers( f3(g4(a), b), f1)

= Fathers( f1(a, a) + g2(b), f1) ∪ Fathers( f1(a, a) + g2(b), a)
∪ Fathers( f3(g4(a), b), f1)

= Fathers( f1(a, a), f1) ∪ Fathers(g2(b), f1) ∪ Fathers( f1(a, a), a)
∪ Fathers(g2(b), a) ∪ Fathers( f3(g4(a), b), f1)

= {( f1, 1), ( f1, 2)},
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Fathers(E, a) = Fathers(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b), a)
= Fathers(( f1(a, a) + g2(b))∗a , a) ∪ Fathers( f3(g4(a), b), a)
= Fathers( f1(a, a) + g2(b), a) ∪ Fathers( f3(g4(a), b), a)
= Fathers( f1(a, a), a) ∪ Fathers(g2(b), a) ∪ Fathers( f3(g4(a), b), a)
= {( f1, 1), ( f1, 2)} ∪ {(g4, 1)}
= {( f1, 1), ( f1, 2), (g4, 1)},

Fathers(E, g2) = Fathers(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b), g2)

= Fathers(( f1(a, a) + g2(b))∗a , g2) ∪ Fathers( f3(g4(a), b), g2)

= Fathers( f1(a, a) + g2(b), g2) ∪ Fathers( f1(a, a) + g2(b), a)
∪ Fathers( f3(g4(a), b), g2)

= Fathers( f1(a, a), g2) ∪ Fathers(g2(b), g2) ∪ Fathers( f1(a, a), a)
∪ Fathers(g2(b), a) ∪ Fathers( f3(g4(a), b), g2)

= {( f1, 1), ( f1, 2)},

Fathers(E, b) = Fathers(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b), b)
= Fathers( f3(g4(a), b), b)
= {( f3, 2)},

Fathers(E, f3) = Fathers(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b), g2)

= Fathers(( f1(a, a) + g2(b))∗a , f3) ∪ Fathers( f3(g4(a), b), f3)

∪ Fathers(( f1(a, a) + g2(b))∗a , b)
= Fathers(( f1(a, a) + g2(b))∗a , b)
= Fathers(( f1(a, a) + g2(b), b)
= Fathers( f1(a, a), b) ∪ Fathers(g2(b), b)
= {(g2, 1)},

Fathers(E, g4) = Fathers(( f1(a, a) + g2(b))∗a ·b f3(g4(a), b), g2)

= Fathers(( f1(a, a) + g2(b))∗a , g4) ∪ Fathers( f3(g4(a), b), g4)

= Fathers( f3(g4(a), b), g4)

= {( f3, 1)}.

The membership of a tree t in the language denoted by a linear expression E can be
characterized by the fact that the root of each of its subtrees t′ is the father of the roots of its
direct subtrees, formally:

Definition 4.1.2. Let E be a linear expression over a ranked alphabet Σ and t be a tree in TΣ. The
property PE(t) is the property defined by

∀s = f (t1, . . . , tn) ≺ t, ∀i ≤ n, ( f , i) ∈ Fathers(E, root(ti)).

Proposition 4.1.1. Let E be a linear expression over a ranked alphabet Σ and t be a tree in TΣ. Then
the two following conditions are equivalent:

1. t is in L(E),
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2. root(t) is in Root(E) and PE(t) is satisfied.

Proof. Let us first notice that the proposition 1 ⇒ 2 is direct by definition of Root and
Fathers. Let us show the second implication by induction over the structure of E. Hence, let
us suppose that root(t) is in Root(E) and PE(t) is satisfied.

• Let us consider the case when E = g(E1, . . . , En) and let us set t = f (t1, . . . , tn). Since
root(t) is in Root(E), f = g from Lemma 4.1.1. From PE(t), it holds that for any
i ≤ n, ( f , i) ∈ Fathers(E, root(ti)). Since E is linear, and following Lemma 4.1.2,
root(ti) ∈ Root(Ei). Consequently, from the induction hypothesis, ti is in L(Ei) for
any integer i ≤ n and t belongs to L(E).

• The case of the sum is a direct application of the induction hypothesis.

• Let us consider the case when E = E1 ·c E2. Let us first suppose that root(t) is in
Root(E2). Then c is in L(E1) and PE(t) is equivalent to

∀s = f (t1, . . . , tn) ≺ t, ∀i ≤ n, ( f , i) ∈ Fathers(E2, root(ti)).

By induction hypothesis t is in L(E2) and therefore in L(E).

Let us suppose now that root(t) is in Root(E1). Since E is linear, let us consider the
subtrees t2 of t with only symbols of E2 and a symbol of E1 as a predecessor in t.
Since P(t) holds, according to induction hypothesis and Lemma 4.1.2, each of these
trees belongs to L(E2). Hence t belongs to t1 ·c L(E2) where t1 is equal to t where the
previously defined t2 trees are replaced by c. Once again, since PE(t) holds and since
root(t) is in Root(E1), t1 belongs to L(E1).

In these two cases, t belongs to L(E).

• Let us consider the case when E = E∗c
1 . Let us proceed by induction over the structure

of t. If t = c, the proposition holds from Lemma 4.1.1 and Lemma 4.1.2. Following
Lemma 4.1.2, each predecessor of a symbol f in t is a predecessor of f in E1 (case 1) or
a predecessor of c in E1 (case 2). If all the predecessors of the symbols satisfy the case
1, then by induction hypothesis t belongs to L(E1) and therefore to L(E). Otherwise,
we can consider (similarly to the concatenation product case) the smallest subtrees
t2 of t the root of which admits a predecessor in t which is a predecessor of c in E1.
By induction hypothesis, these trees belong to L(E1). And consequently t belongs to
t′ · · · L(E1) where t′ is equal to t where the subtrees t2 have been substituted by c.
Once again, by induction hypothesis, t′ belongs to L(E∗c

1 ). As a direct consequence, t
belongs to L(E).

4.1.2 The Bottom-Up Position Tree Automaton

In this part, we show how to compute a Bottom-Up automaton with a linear number of
states from the position functions previously defined.

Definition 4.1.3. The Bottom-Up position automaton PE of a linear expression E over a ranked
alphabet Σ is the automaton (Σ, Pos(E), Root(E), δ) defined by:

(( f1, . . . , fn), g, h) ∈ δ⇔ h = g, (g, i) ∈ Fathers(E, fi), ∀i ≤ n.

Notice that due to the linearity of E, PE is deterministic.
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Example 4.1.2. The Bottom-Up position automaton of the expression E defined in Example 4.1.1 is
defined as follows:

The set of states is
Pos(E) = {a, b, f1, g2, f3, g4},

The set of final states is
Root(E) = {a, f1, g2},

The set of transition rules is

δ = {(a, a), (b, b), ((a, a), f1, f1), ((a, f1), f1, f1), ((a, g2), f1, f1), (( f1, a), f1, f1),
(( f1, f1), f1, f1), (( f1, g2), f1, f1), ((g2, a), f1, f1), ((g2, f1), f1, f1),
((g2, g2), f1, f1), ( f3, g2, g2), ((b, g4), f3, f3), (a, g4, g4)}.

The Bottom-Up position automaton is given in Figure 4.2.

f1

g2

f3

b

g4

aa

b

g2

g4

f1 f1 f1

f1

f1

f1

f1

f1

f1

f3

FIGURE 4.2: The Bottom-Up Position Automaton of the Expression ( f1(a, a) +
g2(b))∗a ·b f3(g4(a), b).

Let us now show that the position automaton of E recognizes L(E).

Lemma 4.1.3. Let PE = (Σ, Q, F, δ) be the Bottom-Up position automaton of a linear regular
expression E over a ranked alphabet Σ, t be a tree in TΣ and f be a symbol in Pos(E). Then the two
following conditions are equivalent

1. f ∈ ∆(t),

2. root(t) = f∧ PE(t).

Proof. Let us proceed by induction over the structure of t = f (t1, . . . , tn). By definition,
∆(t) = δ(∆(t1), . . . , ∆(tn), f ). For any state fi in Q, it holds from the induction hypothesis
that

fi ∈ ∆(ti)⇔ root(ti) = fi ∧ PE(ti). (*)
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Then, suppose that (1) holds (i.e. f ∈ ∆(t)). Equivalently, there exists by definition of PE
and of the proposition PE(t) a transition (( f1, . . . , fn), f , f ) in δ such that fi is in ∆(ti) for any
integer i ≤ n. Consequently, f is the root of t. Moreover, from the equivalence stated in
Equation (*), root(ti) = fi and PE(ti) holds for any integer i ≤ n. Finally and equivalently,
PE(t) holds as a consequence of Equation (4.2). The reciprocal condition can be proved
similarly since only equivalences are considered.

As a direct consequence of Lemma 4.1.3 and Proposition 4.1.1,

Proposition 4.1.2. The Bottom-Up position automaton of a linear expression E is an automaton
with |Pos(E)| states that recognizes L(E).

The Bottom-Up position automaton of a (not necessarily linear) expression E can be ob-
tained by first computing the Bottom-Up position automaton of its linearized expression E
and then by applying the alphabetical morphism h.

4.2 The Compressed Position Tree Automaton

In this section, we show that the structure of an expression allows us to factorize the transi-
tions of a tree automaton by only considering the values of the Fathers function.

Indeed, let us notice that the transition structure of the Bottom-Up position automaton
(for E linear) satisfies the following property: for any symbol f ∈ Σk, the set of transitions

∆ f = δ ∩Q× { f } × {q}

has the form
∆ f = Q1 ×Q2 × . . .×Qk × { f } × {q}

for certain sets Qi ⊆ Q and a certain state q.
From this structure, let us show how to define a factorization method by defining a new

automaton structure.
The basic idea of the factorization is to consider the cartesian product of sets. Notice that

this technique has already been used to optimize the determinization of tree automata [27,
26].

Imagine that a tree automaton contains four binary transitions (q1, q1, f , q3), (q1, q2, f , q3),
(q2, q1, f , q3) and (q2, q2, f , q3). These four transitions can be factorized as a compressed tran-
sition ({q1, q2}, {q1, q2}, f , q3) using set of states instead of sets as it is shown in Figure 4.3
and 4.4.

The compressed transitions are graphically represented as follows: each starting set is
represented by dashed arcs from its elements to a second part that is classically represented
as an hyper-transition.

The compressed transition ({q1, q2}, {q1, q2}, f , q3) is represented by two dashed parts
(two dashed arcs for the set {q1, q2} and two for {q1, q2}) that respectively join before repre-
senting the f -labelled part.
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FIGURE 4.3:
Before Factoriza-

tion.
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FIGURE 4.4: After Factor-
ization.

The behavior of the original automaton can be simulated by considering the cartesian
product of the origin states of the transition.

However, the notion of compression does not work for all families of automata. There is
a family of automata An = (Σ, Q, F, ∆ f ) where we can write ∆ f as the union of |Q|k many
such sets, only by considering Q = {0, 1}n and (q1, . . . , qk, f , q) ∈ ∆ f if and only if

q1 ⊕ q2 ⊕ q3 . . .⊕ qk ⊕ q = 0

where qi is a n-bit vector and ⊕ is the bit-wise exclusive or.
We first show how to encode such a notion of compressed automaton and how it can be

used in order to solve the membership test.

Definition 4.2.1. A compressed tree automaton over a ranked alphabet Σ is a 4-tuple (Σ, Q, F, δ)
where Q is a set of states, F ⊂ Q is the set of final states, δ ⊂ (2Q)n × Σn × Q is the set of
compressed transitions that can be seen as a function from (2Q)k × Σk to 2Q defined by

(Q1, . . . , Qk, f , q) ∈ δ⇔ q ∈ δ(Q1, . . . , Qk, f )

Example 4.2.1. Let us consider the compressed automaton A = (Σ, Q, F, δ) shown in Figure 4.5.
Its transitions are

δ = {({1, 2, 5}, {3, 4}, f , 1), ({2, 3, 5}, {4, 6}, f , 2),
({1, 2}, {3}, f , 5), ({6}, g, 4), ({6}, g, 5), (a, 6), (a, 4), (b, 3)}.
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FIGURE 4.5: The Compressed Automaton A.

The transition function δ can be restricted to a function from Qn × Σn to 2Q (e.g. in
order to simulate the behavior of an uncompressed automaton) by considering for a tuple
(q1, . . . , qk) of states and a symbol f in Σk all the "active" transitions (Q1, . . . , Qk, f , q), that
are the transitions where qi is in Qi for i ≤ k. More formally, for any k states (q1, . . . , qk) in
Qk, for any symbol f in Σk,

δ(q1, . . . , qk, f ) =
⋃

(Q1,...,Qk , f ,q)∈δ,
∀i≤k,qi∈Qi

{q}. (4.5)

The transition set δ can be extended to a function ∆ from TΣ to 2Q by inductively considering,
for a tree f (t1, . . . , tk) the "active" transitions (Q1, . . . , Qk, f , q) once a subtree is read, that is
when ∆(qi) and Qi admits a common state for i ≤ k. More formally, for any tree t =
f (t1, . . . , tk) in TΣ,

∆(t) =
⋃

(Q1,...,Qk , f ,q)∈δ,
∀i≤k,∆(ti)∩Qi 6=∅

{q}.

As a direct consequence of the two previous equations,

∆( f (t1, . . . , tn)) =
⋃

(q1,...,qn)∈∆(t1)×···×∆(tn)

δ(q1, . . . , qn, f ). (4.6)
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The language recognized by a compressed automaton A = (Σ, Q, F, δ) is the subset L(A)
of TΣ defined by

L(A) = {t ∈ TΣ | ∆(t) ∩ F 6= ∅}.

Example 4.2.2. Let us consider the automaton of Figure 4.5 and let us show that the tree t =
f ( f (b, a), g(a)) belongs to L(A).

In order to do so, let us compute ∆(t′) for each subtree t′ of t. First, by definition,

∆(a) = {4, 6}, ∆(b) = {3}.

Since the only transition in δ labeled by f containing 3 in its first origin set and 4 or 6 in its second
is the transition ({2, 3, 5}, {4, 6}, f , 2),

∆( f (b, a)) = {2}.

Since the two transitions labeled by g are ({6}, g, 4) and ({6}, g, 5),

∆(g(a)) = {4, 5}.

Finally, there are two transitions labeled by f containing 2 in their first origin and 4 or 5 in its
second: ({2, 3, 5}, {4, 6}, f , 2) and ({1, 2, 5}, {3, 4}, f , 1). Therefore

∆( f ( f (b, a), g(a))) = {1, 2}.

Finally, since 1 is a final state, t ∈ L(A).

Let φ be an alphabetical morphism between two alphabets Σ and Σ′. The image by φ of a
compressed automaton A = (Σ, Q, F, δ) is the compressed automaton φ(A) = (Σ′, Q, F, δ′)
where

δ′ = {(Q1, . . . , Qn, φ( f ), q) | (Q1, . . . , Qn, f , q) ∈ δ}.

By a trivial induction over the structure of the trees, it can be shown that

L(φ(A)) = φ(L(A)). (4.7)

Due to their inductive structure, regular expressions are naturally factorizing the structure
of transitions of a position automaton.

Let us now define the compressed position automaton of an expression.

Definition 4.2.2. The compressed Bottom-Up position automaton C(E) of a linear expression
E is the automaton (Σ, Q, Root(E), δ) defined by

δ = {(Q1, . . . , Qk, f , { f }) | Qi = {g | ( f , i) ∈ Fathers(E, g)}}.

Example 4.2.3. Let us consider the expression E defined in Example 4.1.1. The compressed automa-
ton of E is represented at Figure 4.6. Its transitions are

δ = (a, {a}), (b, {b}), ({a, f1, g2}, {a, f1, g2}, f1, { f1}),
({g4}, {b}, f3, { f3}), ({ f3}, g2, {g2}), ({a}, g4, {g4}).
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FIGURE 4.6: The Compressed Automaton of the Expression ( f1(a, a) +
g2(b))∗a ·b f3(g4(a), b).

As a direct consequence of Definition 4.2.2 and of Equation (4.5),

Lemma 4.2.1. Let E be a linear expression over a ranked alphabet Σ. Let C(E) = (Σ, Q, F, δ). Then,
for any n states (q1, . . . , qn) in Qn, for any symbol f in Σk,

δ(q1, . . . , qn, f ) = { f } ⇔ ∀i ≤ n, ( f , i) ∈ Fathers(E, qi).

Consequently, considering Definition 4.1.3, Lemma 4.2.1 and Equation (4.6),

Proposition 4.2.1. Let E be a linear expression over a ranked alphabet Σ. Let PE = (_, _, _, δ) and
C(E) = (_, _, _, δ′). For any tree t in TΣ,

∆(t) = ∆′(t).

Since the Bottom-Up position automaton of a linear expression E and its compressed
version have the same states and the same final states,

Corollary 4.2.1. The position automaton of an expression and its compact version recognize the
same language.

The compressed Bottom-Up position automaton of a (not necessarily linear) expression
E can be obtained by first computing the compressed Bottom-Up position automaton of
its linearized expression E and then by applying the alphabetical morphism h. Therefore,
considering Equation (4.7),

Proposition 4.2.2. The compressed Bottom-Up position automaton of a regular expression E is an
automaton with |Pos(E)| states and |(Pos(E)| transitions that recognizes L(E).

4.3 The Father Automaton

In this section, we define the father automaton associated with an expression which is an
extension of the classical follow (word) automaton [35] that has already been extended in
the case of Top-Down tree automata [49].

We embed the computation of the function Root in the function Fathers by adding a
unary symbol $ which is not in Σ located at the top of the syntactic tree of an expression.
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Indeed,
f ∈ Root(E)⇔ ($, 1) ∈ Fathers($(E), f ). (4.8)

Equivalently,

Lemma 4.3.1. Let f be a state of the position automaton of a linear expression E. The two following
conditions are equivalent:

1. f is a final state,

2. ($, 1) is in Fathers($(E), f ).

With this notation, the father automaton is defined as follows.

Definition 4.3.1. The father automaton of a linear expression E over an alphabet Σ is the automa-
ton FE = (Σ, Q, F, δ) defined by

Q = {Fathers($(E), f ) | f ∈ Σ}, F = {q ∈ Q | ($, 1) ∈ q},
((Fathers($(E), f1), . . . , Fathers($(E), fn)), g, Fathers($(E), h)) ∈ δ

⇔ h = g, ∀i ≤ n, (g, i) ∈ Fathers(E, fi).

Notice that due to the linearity of E, FE is deterministic.
In the word case, it has been shown that the follow automaton is a quotient of the posi-

tion automaton [35].
Let us proceed in the same way in order to show that the father automaton of an ex-

pression E recognizes L(E). Consequently, let us first recall how to extend the notion of
congruence for tree automata, considering the notion of forward bisimulations [33].

Let A = (Σ, Q, F, δ) be a deterministic tree automaton and ∼ be an equivalence relation
over Q included in (F× F) ∪ (Q \ F)× (Q \ F). Given an equivalence relation ∼ over a set
S, we denote by S∼ the set of equivalence classes of S and by [p]∼ (or [p] when there is no
ambiguity) the equivalence class of an element p in P.

The relation ∼ is a forward bisimulation [33] for δ if and only if for any two equivalent
states p and p′ in Q, it holds : for any symbol f in Σm, for any integer n ≤ m, for any m− 1
states q1, . . ., qn−1, qn+1, . . ., qm in Q,

δ((q1, . . . , qn−1, p, qn+1, . . . , qm), f ) ∼ δ((q1, . . . , qn−1, p′, qn+1, . . . , qm), f ).

According to [1], two congruent states are said to be interchangeable.
The quotient automaton of A w.r.t. ∼ is the automaton A∼ = (Σ, Q∼, F∼, δ∼) with

δ∼(([q1], . . . , [qm]), f ) = {[q] | q ∈ δ((q1, . . . , qm), f )}. (4.9)

Proposition 4.3.1 ([33]). For any tree automaton A, for any forward bisimulation∼, A∼ recognizes
L(A).

Let us now show how to obtain the father automaton by quotienting the position au-
tomaton w.r.t. the following congruence.

Definition 4.3.2. The father congruence associated with a linear expression E over an alphabet Σ
is the congruence ∼ defined for any symbols p,p′ in Σ by

p ∼ p′ ⇔ Fathers($(E), p) = Fathers($(E), p′).

Proposition 4.3.2. The father congruence of a linear expression E is a forward bisimulation for the
transition function of the position automaton of E.
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Proof. First, let us notice that following Lemma 4.3.1, two equivalent states have the same
finality. Moreover, two states are equivalent if and only if they admit the same fathers.
Consequently, from the construction of the position automaton (Definition 4.1.3), for any
two equivalent states p and p′ ∈ Q, it holds: for any symbol f in Σm, for any integer n ≤ m,
for any m− 1 states q1, . . ., qn−1, qn+1, . . ., qm in Q,

δ((q1, . . . , qn−1, p, qn+1, . . . , qm), f ) = δ((q1, . . . , qn−1, p′, qn+1, . . . , qm), f ).

Since ∼ is reflexive, it is a forward bisimulation.

Proposition 4.3.3. The father automaton associated with a linear expression E is isomorphic to the
quotient of the position automaton of E w.r.t. the father congruence.

Proof. Let us set

PE = (_, _, _, δ), PE∼ = (_, _, _, δ∼) FE = (_, _, _, δ′).

Let us consider the functions φ and φ′ defined as follows

φ([ f ]) = Fathers($(E), f ), φ′(Fathers($(E), f )) = [ f ].

Notice that since f ∼ f ′ ⇔ Fathers($(E), f ) = Fathers($(E), f ′), the functions are both
well-defined. Moreover, they are trivially the inverse of each other. Furthermore, since

f ∼ f ′ ⇒ (($, 1) ∈ Fathers($(E), f )⇔ ($, 1) ∈ Fathers($(E), f ′)),

φ preserves the finality of the states. Finally,

(([ f1], . . . , [ fn]), g, [g]) ∈ δ∼
(Equation (4.9))⇔ (( f1, . . . , fn), g, g) ∈ δ

(Definition 4.1.3)⇔ ∀i ≤ n, (g, i) ∈ Fathers(E, fi)

(Definition 4.3.1)⇔ ((Fathers($(E), f1), . . . , Fathers($(E), fn)), g, Fathers($(E), g)) ∈ δ′.

Hence φ and φ′ are two inverse automata morphisms between PE∼ and FE.

As a direct consequence of Proposition 4.3.1, Proposition 4.3.2 and Proposition 4.3.3,

Corollary 4.3.1. The father automaton associated with a linear expression E recognizes L(E).

Applying the delinearization morphism h from FE produces the father automaton of
any expression E. Finally, from Equation (2.13),

Corollary 4.3.2. The father automaton associated with an expression E recognizes L(E).

Example 4.3.1. The father automaton (Pos(E), Pos(E)∼, Root(E)∼, δ) of the expression E defined
in Example 4.1.1 is obtained by merging the states f1 and g2 of PE, i.e.:

Pos(E) = {[a], [b], { f1, g2}, [ f3], [g4]}, Root(E) = {[a], [ f1]},
δ = {(a, [a]), (b, [b]), (([a], [a]), f1, [ f1]), (([a], [ f1]), f1, [ f1]), (([ f1], a), f1, [ f1]),

(([ f1], [ f1]), f1, [ f1]), ([ f3], g2, [g2]), (([b], [g4]), f3, [ f3]), ([a], g4, [g4])}.

The Bottom-Up father automaton is given in Figure 4.7.
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FIGURE 4.7: The Bottom-Up Father Automaton of the Expression ( f1(a, a) +
g2(b))∗a ·b f3(g4(a), b).

4.4 The Compressed Father Tree Automaton

We show in this section that the father automaton can be compressed too in the same way
as used with the position automaton.

Definition 4.4.1. The compressed father automaton CF (E) of a linear expression E is the au-
tomaton (Σ, Pos(E), Root(E), δ) defined by

δ = {(Q1, . . . , Qk, f , {Fathers($(E), f )})
| Qi = {Fathers($(E), g) | ( f , i) ∈ Fathers($(E), g)}}.

In order to show that CF (E) recognizes L(E), we can apply the same method as for the
father automaton. First, due to Equation 4.5, the definition of a forward bisimulation for A
is exactly the same (Equation (4.3)).

The quotient of a compressed automaton A = (Σ, Q, F, δ) w.r.t. a forward bisimulation ∼
is the compressed automaton A∼ = (Σ, Q∼, F∼, δ′) where

δ′((Q1, . . . , Qm), f ) = {φ(q) | q ∈ δ((q1, . . . , qm), f ) ∧ ∀i ≤ m, [qi] ∈ Qi}.

Similarly to Lemma 4.2.1 and Proposition 4.2.1, it can be shown that

Proposition 4.4.1. The compressed father automaton is a quotient of the compressed position au-
tomaton w.r.t. the father congruence.

As a direct corollary,

Corollary 4.4.1. The compressed father automaton and the father automaton of a linear expression
E recognize L(E).

Applying the delinearization morphism h from CF E produces the compressed father
automaton of any expression E. Finally, according to Equation (4.7),
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Proposition 4.4.2. The compressed father automaton and the father automaton of an expression E
recognize L(E).

Example 4.4.1. Let us consider the expression E defined in Example 4.1.1. The compressed father
automaton of E is represented by Figure 4.8.

{ f1, g2}

[ f3]

[b][g4]

[a]a

b

g2

g4

f1
f3

FIGURE 4.8: The Compressed Father Automaton of the Expression ( f1(a, a) +
g2(b))∗a ·b f3(g4(a), b).

4.5 Comparison with the Top-Down Automata

In this section, we exhibit a parameterized family of expressions in order to compare the
size of the Top-Down and Bottom-Up position automata.

Let us now consider the expressions

En = (
n

∑
1

g(a))∗a ·a (
n

∑
1

f (a, a)), En = (
n

∑
i=1

gi(a))∗a ·a (
n

∑
i=1

fn+i(a, a)).

It can be shown that

Root(En) = {g1, . . . , gn, fn+1, . . . , f2n},
Fathers(En, f_) = Fathers(En, g_)

= {(g1, 1), . . . , (gn, 1)},
Fathers(En, a) = {( fn+1, 1), ( fn+1, 2), . . . , ( f2n, 1), ( f2n, 2)},

Follow(En, g_, 1) = {g1, . . . , gn, fn+1, . . . , f2n},
Follow(En, f_, 1) = Follow(En, f_, 2)

= {a}.

Therefore,
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Automata # states # transitions Figure
Top-Down Position Tree Automaton 3n + 1 2n2 + 4n 4.9
Bottom-Up Position Tree Automaton 2n + 1 2n2 + n + 1 4.10
Top-Down Follow Tree Automaton 2 3 4.12
Bottom-Up Father Tree Automaton 2 3 4.12

Compressed Bottom-Up Position Tree Automaton 2n + 1 2n + 1 4.11
Compressed Bottom-Up Father Tree Automaton 2 3 4.12

TABLE 4.1: Comparison between Top-Down and Bottom-Up Tree Automata.
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FIGURE 4.9: The Top-Down Position Automaton of E2.
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FIGURE 4.10: The Bottom Up Position Automaton of E2.
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FIGURE 4.11: The Compressed Bottom Up Position Automaton of E2.
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FIGURE 4.12: The Father Automaton of E2.

This family shows that the Bottom-Up position automaton can be smaller than the Top-
Down position automaton, and that the father automaton can be smaller than the com-
pressed version of the Bottom-Up position automaton.

However, to confirm it in the general case we have to carry out a thorough study. For
example, we have to find a generator of regular tree expressions in order to make a compar-
ative study on average.

4.6 Conclusion

In this chapter, we have shown how to compute the Bottom-Up position automaton and the
father automaton associated with a regular expression respectively in Section 4.1 and Sec-
tion 4.3. These constructions are relatively similar to the classical ones defined over a word
expression [28, 35]. Moreover, we have defined a factorization method by considering the
"cartesian product" to compress the transitions of the constructed Bottom-Up automata. Fur-
thermore, we showed that the father automaton is the quotient of the Bottom-Up position
automaton and this relation still valid in their compact versions.
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Finally, a comparative study between Top-Down position automaton, Bottom-Up posi-
tion automaton, father automaton and their compact versions has been established by con-
sidering a family of regular tree expressions.

In Chapter 5, we extend Brzozowski derivatives [13] and Antimirov partial derivatives [2]
in a Bottom-Up way (in a different way from [42]), using the Bottom-Up quotient defined
in [49].
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5 Bottom-Up Derivatives

In this chapter, we extend the notion of word derivatives due to Brzozowski to tree deriva-
tives using already known inductive formulae of quotients defined in [19]. In Section 5.1,
we define some restrictions of the well known Boolean operations. Section 5.2 is dedicated
to introduce the extended tree expressions after adding some restrictions to the classical tree
expressions. The construction of the derivative tree automaton from a given extended tree
expression is given in Section 5.3. The results of this chapter are published in [4].

5.1 Boolean Operations

In this section, we will consider particular restrictions of Boolean operations such as union,
intersection, complement, etc., based on the combination of homogeneous languages with
the same ε-indices.

For example, given a k-homogeneous language L, we denote by ¬L the set

¬L = {t ∈ TΣk | t /∈ L, Indε(t) = Indε(L)}. (5.1)

The computation of the Bottom-Up quotient of a complemented language is given as
follows.

Proposition 5.1.1. Let L be an homogeneous language over Σ and t ∈ TΣ. Then

t−1(¬L) = ¬(t−1(L)).

Proof. Let t′′ be a tree in TΣ such that

Indε(t′′) = {1, (xz + 1)1≤z≤k′−k}.

Then

t′′ ∈ t−1(¬L)⇔ t′′ ◦ (t, (εxz)1≤z≤k−k′) ∈ ¬L

⇔ t′′ ◦ (t, (εxz)1≤z≤k−k′) /∈ L

⇔ t′′ /∈ t−1(L)

⇔ t′′ ∈ ¬(t−1(L)).

As a direct consequence, following Equation (2.7), we get the following result.

Corollary 5.1.1. Let (L1, . . . , Lk) be k-homogeneous languages with the same ε-indices and let op
be a Boolean operation. Then for any tree t in TΣ

t−1(op(L1, . . . , Lk)) = op(t−1(L1), . . . , t−1(Lk)).
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5.2 Extended Tree Expressions

In this section, we integrate the homogeneous Boolean operations to tree expressions in
order to obtain the extended homogeneous tree expressions and then we show how to compute
them.

Imagine that we want to determine whether ε j belongs to a given language or not: for
instance, how can we decide whether ε j belongs to ¬∅ or not? The complementation func-
tion needs to know the ε-index set of the language it complements. As a solution, we can
index all the occurrences of the empty set by the set of ε-indices.

Definition 5.2.1. An extended homogeneous tree expression (tree expression for short) E over
Σ is inductively defined by

E = f (E1, . . . , En), E = ε j, E = ∅I ,

E = op(E1, . . . , En), E = E′ ◦ (E1, . . . , En), E = E~
1 ,

E = E1 ·a E2, E = E∗a
1 ,

(5.2)

where f is a symbol in Σn, (E′, E1, . . . , En) are (n + 1) tree expressions over Σ, j is a positive integer,
I is a set of integers, op is a n-ary Boolean operator and a is a symbol in Σ0. We denote the expression
∅∅ by ∅.

The ε-indices set Indε(E) of a tree expression E, that we use to distinguish tree expres-
sions, is inductively defined, following Equation (5.2), by

Indε(ε j) = {j}, Indε(∅I ) = I ,

Indε(E1 ·a E2) = Indε(E1) ∪ Indε(E2), Indε(E~
1 ) = Indε(E∗a

1 ) = Indε(E1),
Indε( f (E1, . . . , En)) = Indε(op(E1, . . . , En))

= Indε(E′ ◦ (E1, . . . , En))

=
⋃

1≤k≤n

Indε(Ek).

In the following, we restrict the set of tree expressions that we deal with in order to simplify
the different computations; The tree expressions defined above does not guarantee that the
language denoted by the tree expression is homogeneous. That is why we define the notion
of valid tree expression, that rejects non-homogeneous tree expressions. For example, the
expression E1 ·a E2 is valid if and only if the expressions E1 and E2 are valid and E2 is 0-
homogeneous tree expression. Moreover, the expression E~

1 is valid if and only if E1 is valid
and it is 1-homogeneous tree expression (i.e. |indε(E1)| = 1) and so on. More formally:

Definition 5.2.2. A tree expression E is valid if it satisfies the predicate V(E) inductively defined,
following Equation (5.2), by

V(ε j) = V(∅I ) = True,

V( f (E1, . . . , En)) = (
∧

1≤k≤n

V(Ek)) ∧ (
∧

1≤k<k′≤n

(Indε(Ek) ∩ Indε(Ek′) = ∅)),

V(op(E1, . . . , En)) = (
∧

1≤k≤n

V(Ek)) ∧ (
∧

1≤k<n

(Indε(Ek) = Indε(Ek+1))),
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V(E′ ◦ (E1, . . . , En)) = V(E′) ∧ (
∧

1≤k≤n

V(Ek)) ∧ (Card(Indε(E′)) = n)

∧ (
∧

1≤k<k′≤n

(Indε(Ek) ∩ Indε(Ek′) = ∅)),

V(E~
1 ) = V(E1) ∧ (Card(Indε(E1)) = 1),

V(E1 ·a E2) = V(E1) ∧V(E2) ∧ (Indε(E2) = ∅),
V(E∗a

1 ) = V(E1) ∧ (Indε(E1) = ∅).

The language L(E) denoted by a valid tree expression E with an ε-index set I is induc-
tively defined by

L( f (E1, . . . , En)) = f (L(E1), . . . , L(En)), L(ε j) = {ε j},
L(op(E1, . . . , En)) = op′(L(E1), . . . , L(En)), L(∅I ) = ∅,

L(E′ ◦ (E1, . . . , En)) = L(E′) ◦ (L(E1), . . . L(En)), L(E~
1 ) = (L(E1))

~,
L(E1 ·a E2) = L(E1) ·a L(E2), L(E∗a

1 ) = (L(E1))
∗a ,

where f is a symbol in Σn, (E′, E1, . . . , En) are (n + 1) tree expressions over Σ, j is a positive
integer, op is a n-ary Boolean operator, op′ is a n-ary Boolean operation over homogeneous
languages with I as ε-index set (e.g. Equation (5.1)) and a is a symbol in Σ0. From these
definitions, we can define the derivation formulae for valid tree expressions w.r.t. symbols
and trees as a syntactical transcription of the quotient formulae.

The difference between the derivation that we will present and the one introduced by
Kuske and Meinecke [42] resides on the direction of this operation: instead of deriving from
root to leaves we delete symbols from leaves to root and an internal node is omitted if and
only if their sons are deleted.

Definition 5.2.3. Let E be a valid tree expression and j be an ε-index of E. Then dε j(E) is obtained
by incrementing all the ε-indices of E by 1 except ε j which is replaced by ε1.

Definition 5.2.4. Let α be a symbol in Σn and F be a valid tree expression over Σ containing
{1, . . . , n} as ε-indices. The derivative of F w.r.t. to α is the expression inductively defined by

dα(∅I ) = ∅{1}∪{i+1|i>n,i∈I},

dα(ε1) = ∅{1},

dα(α(ε1, . . . , εn)) = ε1,

dα( f (E1, . . . , Em)) = ∑
1≤j≤n

f (E1, . . . , Ej−1, dα(tj), Ej+1, . . . , Em),

+ ε1 if α = f ∧ ∀i ≤ m, ε i ∈ L(Ei),
dα(op(E1, . . . , Ek)) = op(dα(E1), . . . , dα(Ek)),

dα(E1 ·b E2) =


(db(E1) ·b E2) ◦1 db(E2) if α = b,
dα(E1) ·b E2 + (db(E1) ·b E2) ◦1 dα(E2) if α ∈ Σ0 \ {b},
dα(E1) ·b E2 otherwise,
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dα(E ◦ (E1, . . . , Ek)) = ∑
1≤j≤k

E ◦ ((El)1≤l≤j, dα(Ej), (El)j+1≤l≤k)

+


dα((ε jpl

)
1≤l≤n

)(E) ◦ (ε1, (El)1≤l≤k|∀z,l 6=pz
)

if ∀1 ≤ l ≤ n, ∃1 ≤ pl ≤ k, ε l ∈ L(Epl )

∅Indε(E◦(E1,...,Ek))\{1,...,n} otherwise,

dα(E~) =

{
(E~ ◦ (dα(E))) ◦ (ε1, Incε(1, E~)) if α ∈ Σ0,
(E~ ◦ (dα(E))) otherwise,

dα(E∗b) =

{
(db(E))~ ·b E∗b if α = b,
((db(E))~ ◦ (dα(E))) ·b E∗b otherwise,

where dα(ε j1 ,...,ε jn )(E) = dα(dε j1+n−1(· · · dε jn−1+1(dε jn
(E)) · · · )), where for all integers i the expression

Ei equals Incε(1, Ei) and where ◦1 is the partial composition defined by E ◦1 E′ = E ◦ (E′, (ε l)l∈{j2,...,jk})

with Indε(E) = {j1, . . . , jk}.

Definition 5.2.5. Let t = f (t1, . . . , tn) be a tree in TΣ and E a valid tree expression over Σ such that
Indε(t) ⊆ Indε(E). The derivative of E w.r.t. t is the tree expression defined by

dt(E) = (d f (dt′1
(· · · (dt′k

(E)) · · · )) ◦ (ε1, (εyz+1)1≤z≤n−l)),

where {y1, . . . , yn−l} = Indε(E) \ Indε(t) and ∀1 ≤ j ≤ k, t′j = Incε(k− j, tj).

Notice that the base cases include the one of the derivation of the empty set. In this
case, the only modification that occurs is the index simulating the ε-index set of the denoted
language. As an example, consider the expression E = ¬∅∅. When deriving E w.r.t. a
nullary tree a, one must obtain an expression denoting all the trees that belongs to TΣ in
which one a was removed, that is the set of all the trees with only ε1 as ε-indice. Applying
the previously defined formulae:

da(E) = ¬∅{1}.

When deriving one more time w.r.t. a, one must obtain an expression denoting all the trees
with only ε1 and ε2 as ε-indices (obtained from a tree in TΣ by removing to occurrences of a).
Applying the previously defined formulae:

da(da(E)) = ¬∅{1,2}.

Finally, when deriving by a binary symbol f , one must obtain an expression denoting all the
trees that belongs to TΣ in which one occurrence of f (a, a) was removed, that is the set of all
the trees with only ε1 as ε-indice. Applying the previously defined formulae:

d f (da(da(E))) = ¬∅{1}.

As a direct consequence of the inductive formulae of Section 2.2.1 and of Corollary 5.1.1,
we get the following theorem.

Theorem 5.2.1. The derivative of a valid tree expression E w.r.t. to a tree t denotes t−1(L(E)).

Proof. Let us proceed in three steps.

1. Following Equation (2.5) and Definition 5.2.3, it holds that

L(dε j(E)) = ε−1
j (L(E)).
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2. Notice that the derivation formulae of Definition 5.2.4 are syntactical equivalents of
the quotient formulae of Section 2.2.1 and of Corollary 5.1.1 and therefore it can be
proved by induction over the structure of E that

L(dα(E)) = α−1(L(E)).

This reasoning is valid except for the case with indexed occurrence of the empty set
and with composition product case. As discussed before, the occurrences of the empty
set are “typed” w.r.t. the ε-indices set of the language they denote. Therefore, these in-
dices have to be modified considering Equation (2.4). In the product case, the deriva-
tion of an expression by the tree α(ε j1 , . . . , ε jn) has to be considered. However, by
considering this particular case in the induction, one can check that

L(dα(ε j1 ,...,ε jn )
(E)) = L(dα(dε j1+n−1(· · · dε jn−1+1(dε jn

(E)) · · · )))

= α−1(dε j1+n−1(· · · dε jn−1+1(dε jn
(E)) · · · )),

this last equality obtained by applying the induction step. From item 1, it holds that

α−1(dε j1+n−1(· · · dε jn−1+1(dε jn
(E)) · · · )) = α−1(ε j1+n−1

−1(· · · ε jn−1+1
−1(L(E)) · · · ))

that equals α(ε j1 , . . . , ε jn)
−1(L(E)) from Equation (2.8). We can conclude following

Equation (2.10).

3. Finally, according to Equation (2.8) and item 2, Definition 5.2.5 implies that

L(dt(E)) = t−1(L(E)).

Example 5.2.1. Let us consider the graded alphabet defined by Σ2 = { f }, Σ1 = {g} and Σ0 =
{a, b, c} and let E be the extended tree expression defined by

E = E1 ·a E2,

with E1 = ¬(g(a)∗a) and E2 = f ( f (a, a), a). Let us show how to calculate the derivative of E w.r.t.
t = f ( f (a, a), a). First, let us compute the derivative of E2 w.r.t. t:

da(E2) = f ( f (ε1, a) + f (a, ε1), a) + f ( f (a, a), ε1),
da(da(E2)) = f ( f (ε2, ε1) + f (ε1, ε2), a) + f ( f (ε2, a) + f (a, ε2), ε1)

+ f ( f (ε1, a) + f (a, ε1), ε2),
da(da(da(E2))) = f ( f (ε3, ε2) + f (ε2, ε3), ε1) + f ( f (ε3, ε1) + f (ε1, ε3), ε2)

+ f ( f (ε2, ε1) + f (ε1, ε2), ε3),
d f (a,a)(da(E2)) = d f (ε1,ε2)(da(da(da(E2)))) ◦ (ε1, ε2)

= (∅{1,4} + ∅{1,4} + f (∅{1} + ε1, ε4)) ◦ (ε1, ε2)

= f (ε1, ε4) ◦ (ε1, ε2) = f (ε1, ε2),
dt(E2) = d f (ε1,ε2)(d f (a,a)(da(E2))) = ε1.

Then, in order to reduce the size of the computed tree expressions, let us set

E′ = ¬(g(ε1)
~) ·a E2, E′′ = ¬(∅{1,2}) ·a E2.
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Then:

da(E) = E′ ◦ da(E2),
d f (a,a)(da(E)) = E′′ ◦ ( f (ε1, a), ε4) ◦ (ε1, Incε(1, da(E2))) + E′ ◦ d f (a,a)(da(E2)),

dt(E) = E′.

5.3 Tree Automaton Construction

We have seen in Chapter 3 how to construct a non deterministic tree automaton from a regu-
lar expression using the notion of derivation but in a Top-Down interpretation. This method
is due to Kuske and Mienske [42] which is inspired from the Antimirov construction [2] in
the case of words.

In 2017, Champarnaud et al. [19] have extended the inductive formulas of quotients to
tree languages, following the Bottom-Up interpretation.

In this section, we explain how to construct a tree automaton based on the notion of
derivation from a valid tree expression E with Indε(E) = ∅ from an iterated process using
the derivation previously defined.

Definition 5.3.1. Given a tree expression E over an alphabet Σ, let us see how we compute the tree
automaton from a valid tree expression:

• First, we compute the tree automaton A0 = (Σ, D0(E), F0, δ0) where

D0(E) = {da(E) | a ∈ Σ0}, F0 = {E′ ∈ D0(E) | ε1 ∈ L(E′)},
δ0 = {(a, da(E)) | a ∈ Σ0}.

• From this step, one can choose a total function tree0 associating any tree expression E′ in
D0(E) with a tree t such that

tree0(E′) = t⇒ dt(E) = E′,

by choosing for any tree expression E′ in D0(E) a symbol a ∈ Σ0 such that (a, E′) ∈ δ0.

• From this induction basis, we define the tree automaton An = (Σ, Dn(E), Fn, δn).

– We consider the transition set δn inductively defined by

δn = {((E′1, . . . , E′m), f , dt(E)) |t = f (treen−1(E′1), . . . , treen−1(E′m)),
f ∈ Σm,
E′1, . . . , E′m ∈ Dn−1(E)}.

(5.3)

– Next, we consider the set Dn(E) = Dn−1(E) ∪ π3(δn), where π3 is the classical projec-
tion defined by π3(X) = {z | (_, _, z) ∈ X}.

– Obviously, one can once again choose a total function treen associating any tree expres-
sion E′ in Dn(E) with a tree t such that

treen(E′) = t⇒ dt(E) = E′,

by choosing a transition ((E′1, . . . , E′m), f , E′) in δn for any tree expression E′ in Dn(E) \
(Dn−1(E)) and defining t as f (treen−1(E′1), . . . , treen−1(E′k)).
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– Last, we consider the set

Fn = {E′ ∈ Dn(E) | ε1 ∈ L(E′)}, (5.4)

• Finally, let A(E) be the fixed point, if it exists, of this process, called the Bottom-Up deriva-
tive tree automaton of E.

This construction leads to a deterministic tree automaton and the validity of this con-
struction does not depend on the choice of the treen functions.

Theorem 5.3.1. A Bottom-Up derivative tree automaton of a tree expression E is deterministic and
recognizes L(E).

Proof. Let A = (Σ, _, F, δ) be the Bottom-Up derivative tree automaton of E. By construction,
A is deterministic. Let t be a tree over Σ. Then:

t ∈ L(E)⇔ ε1 ∈ t−1(L(E))
⇔ ε1 ∈ L(E′) with ∆(t) = {E′}
⇔ E′ ∈ F with ∆(t) = {E′}
⇔ t ∈ L(A).

Notice that the three ACI rules (associativity, commutativity and idempotence of the
sum) are sufficient to obtain a finite tree automaton, isomorphic to the classical Brzozowski’s
automaton (for words).

Example 5.3.1. Let us consider the tree expressions defined in Example 5.2.1, i.e.

E = E1 ·a E2, E1 = ¬(g(a)∗a), E2 = f ( f (a, a), a), E′ = ¬(g(ε1)
~) ·a E2.

Let us show how to compute a derivative tree automaton of E by applying the instructions of Defini-
tion 5.3.1.

• First of all, let us compute the tree automaton A0 = (Σ, D0(E), F0, δ0):

D0(E) = {da(E), db(E), dc(E)}.

Hence,

da(E) = E′ ◦ da(E2), db(E) = dc(E) = ¬(∅{1}) ·a E2,

D0(E) = {da(E), db(E)}, F0 = {db(E)}, δ0 = {(a, da(E)), (b, db(E)), (c, db(E))}.

The tree automaton A0 is represented in Figure 5.1.

da(E) db(E)a b, c

FIGURE 5.1: The Tree Automaton A0.

Now, we choose a function to define tree0:

tree0(da(E)) = a, tree0(db(E)) = b.
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• After that, we show how to compute the tree automaton A1 = (Σ, D1(E), F1, δ1).

According to Equation 5.3, it is sufficient to compute the derivatives of E w.r.t. the trees in the
set { f (a, a), f (a, b), f (b, a), f (b, b), g(a), g(b)}:

d f (a,a)(E) = E′ ◦ f (ε1, a), d f (b,b)(E) = dg(b)(E) = db(E),

d f (a,b)(E) = d f (b,a)(E) = dg(a)(E) = ∅{1}.

There is a new non-final state, E′ ◦ f (ε1, a), which is associated with f (a, a) by the function
tree1, and three new transitions:

δ1 = δ0 ∪ {(da(E), da(E), f , d f (a,a)(E)), (db(E), db(E), f , db(E)), (db(E), g, db(E))}.

The tree automaton A1 is represented in Figure 5.2.

da(E) d f (a,a)(E) db(E)a b, c

g

f

2

1

f
1

2

FIGURE 5.2: The Tree Automaton A1.

• The tree automaton A2 can be computed thorough the derivatives w.r.t. the trees in the set

{ f ( f (a, a), f (a, a)), f ( f (a, a), a), f ( f (a, a), b), f (a, f (a, a)), f (b, f (a, a)), g( f (a, a))} :

d f ( f (a,a),b)(E) = d f (a, f (a,a))(E) = d f (b, f (a,a))(E) = d f (b, f (a,a))(E) = ∅{1},

d f ( f (a,a),a)(E) = E′.

There is a new non-final state, E′, which is associated with t = f ( f (a, a), a) by the function
tree2, and one new transition: δ2 = δ1 ∪ {(d f (a,a)(E), da(E), f , dt(E))}.
The tree automaton A2 is represented in Figure 5.3.

da(E) d f (a,a)(E) d f ( f (a,a),a)(E)

db(E)

a

b, c

g

f

2

1

f
1

2

f

2

1

FIGURE 5.3: The Tree Automaton A2.

• The tree automaton A3 is obtained by computing the derivatives w.r.t. the trees in the set
{ f (t, t), f (t, a), f (t, b), . . .}. There are only four new computations:

d f (t,t)(E) = d f (t,b)(E) = d f (b,t)(E) = db(E), dg(t)(E) = dt(E).
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There are four new transitions:

δ3 = δ2 ∪ {(dt(E), dt(E), f , db(E)), (dt(E), db(E), f , db(E)), (db(E), dt(E), f , db(E)),
(dt(E), g, dt(E))},

but these computations does not introduce new states. Therefore the computation halts and the
derivative tree automaton of E is A3, represented in Figure 6.6.

da(E)

d f (a,a)(E)

d f ( f (a,a),a)(E)

db(E)

a

b, c

g

g

f

1

2

f

2

1

f

21

f

2

1

f

1

2

f12

FIGURE 5.4: The Bottom-Up Derivative Tree Automaton of E.

5.4 Conclusion

We have shown in this chapter, how to compute the Bottom-Up derivative tree automaton
from an extended regular expression as a fixed point of an inductive construction when it
exists. Before that, we integrate the Boolean homogeneous operations in a tree expression
in order to define the extended tree expression. Then, we made sure that the language
denoted by the extended tree expression is homogeneous by introducing the notion of valid
tree expression. Finally, in order to guarantee that the set of states (the set of derivatives)
of the the constructed tree automaton is finite, we applied the well-known ACI rules of the
sum. These rules are the same as used in the case of words, the question resides on the
sufficiency of these rules to prove that the set of derivatives is finite. Seen that we deal with
symbols of rank greater or equals to one and with operations like the composition ◦, the
a-product, the iterated composition ~ which are somehow "complicated". However, all the
examples that we have made (taking into account the ACI rules) halt. So for now, this is
only an hypothesis to justify maybe in our future works.

With this chapter, we conclude the first part of our thesis. The second part will be pre-
sented in the next chapter, we will focus on the essential element of the first part: the ranked
trees. We will suggest formulae to count the number of ranked trees over a finite set of
symbols by size and by height using combinatorial approaches.
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Part II

Enumeration of Trees
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6 Enumeration of Some Ranked Trees

The structure of trees is widely studied and used whether in the field of computer sci-
ence [60, 39, 40] or in mathematics especially in graph theory and combinatorics [64].

Counting was the interest of a lot of mathematicians. Cayley [16] gave the enumeration
of labeled trees of n nodes i.e the trees where each internal node has assigned unique number
from 1 to n. It is shown in [64] that the number of binary trees of n vertices is the Catalan
numbers. These latter were appeared to solve numerous combinatorial problems see [56,
58] and they are given by Cn = 1

n+1 (
2n
n ) (Sloane’s A000108) where (2n

n ) denotes a binomial
coefficient.

In this chapter, we aim to give an enumeration of ranked trees [23] using combinato-
rial methods. In Section 6.1 we recall Catalan numbers and their generalizations. In Sec-
tions 6.2, 6.3 and 6.4, we show how to compute the number of ranked trees over a special
kind of set of symbols by size and height as used in the case of rooted trees [53] over a
particular set of symbols.

6.1 Catalan Numbers and Generalizations

For all n, k ∈ Z+ satisfying k ≤ n we denote by (n
k) the binomial coefficient defined for

0 ≤ k ≤ n by (
n
k

)
=

n!
k!(n− k)!

,

with the convention (n
k) = 0 for k > n or k < 0.

For all n1, . . . , nr ∈ Z and n ∈ Z+ we denote by ( n
n1,...,nr

) the multinomial coefficient
defined for n1 + · · ·+ nr = n by (

n
n1, . . . , nr

)
=

n!
n1! · · · nr!

,

and ( n
n1,...,nr

) = 0 for ni < 0 (1 ≤ i ≤ r) or n1 + · · ·+ nr 6= n.
One of the most advantage of this coefficient is the permission to omit the condition of

the sum, that means, instead of writing ∑
n1,...,nr

n1+···+nr=n

( n
n1,...,nr

) we can write directly ∑
n1,...,nr

( n
n1,...,nr

).

The Catalan numbers (Cm)m≥0 were appeared to solve numerous combinatorial prob-
lems (see [58]) and they are given by Cm = 1

m+1 (
2m
m ) (Sloane’s A000108) where (2m

m ) denotes
the central binomial coefficient.

The k-Catalan numbers (see [57] and references therein) are the generalization of the
Catalan numbers denoted by (Ck

m)m≥0 for k ∈N.
A lot of mathematicians gave quite many combinatorial interpretations of these num-

bers [31, 32, 36, 41] and they are defined by

Ck
m =

1
km + 1

(
km + 1

m

)
=

1
(k− 1)m + 1

(
km
m

)
.

http://oeis.org/A000108
http://oeis.org/A000108
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There exists a family of these numbers called Fuss Catalan numbers which also solve enu-
meration problems [25, 41, 7, 24, 55] and they are given for n, r, p ∈N r {0} by

Cm(k1, k2) =
k1

mk2 + k1

(
mk2 + k1

m

)
=

k1

(k2 − 1)m + k1

(
k2m + k1 − 1

m

)
.

Notice that when k = 2, we get the classical Catalan numbers, Cm.

Theorem 6.1.1 (Stanley [57]). A sequence Um(k) is a k-Catalan sequence if and only if Um(k) =
∑i1+···+ik=m−1 Ui1(k) . . . Uik(k).

6.2 Enumeration of Trees over Σ = { f k, α1, . . . , αs} by Size

In this section, we give formulas to calculate the number of trees by size over Σ = { f k, α1, . . . , αs}.
This set contains s symbols of rank zero where s ≥ 1 and m symbols of f of rank k ≥ 1. One
can wonder, given a finite set of symbols Σ. Is it possible to build trees using all these sym-
bols, at least once, with any given size?

Proposition 6.2.1. Let Σ = { f k, α1, . . . , αs}. Let n be the size of a given tree. Then n satisfies

n = mk + 1, (6.1)

where m is the number of occurrences of f in the tree and the αi’s (1 ≤ i ≤ s) are placed on the leaves
of the tree.

Proof. The proof is given by induction over the number of appearance of the symbol f .

• If f appears ’once’, in the tree, then it produces k sons. These sons contain all the
symbols of rank zero αi where i ∈ {1, . . . , s} that appear at least once which means s
should be less or equal to k (k ≥ s). Thus, we obtain at least k + 1 nodes in total.

f

α1 αi. . . αsα2

k

FIGURE 6.1: Tree with k + 1 nodes.

• If f appears ’twice’, in the tree, then they produce 2k sons and 2k − 1 leaves. These
leaves must be greater or equal to s (2k− 1 ≥ s). As a direct consequence, we obtain at
least 2k + 1 nodes in total.
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f

f

α1 α2 . . . αsαi

α2
. . .

αsα1
k− 1

k

f

f

αi α2 . . . αsα1

α1
. . .

αsα2

k

f

αs

αiα1. . .αsα2

α1
. . . f

α2

k

k− 1

FIGURE 6.2: Trees with 2k + 1 nodes.

• If f appears ’three times’, in the tree, then they produce 3k sons and 3k − 2 leaves
which must be greater or equal to s (3k− 2 ≥ s). Therefore, at least 3k + 1 nodes will
be produced in total. Two possibilities have to be considered:

1. Either both of f are in the same level in the tree, we just have to permute the
location of these two f ’s as follows:

f

f

α1 α2 . . . αs

α2 . . . αs
f

α1α2. . .αs α2

. . .

αs

kk

k− 2

2. Or, the third f will be placed in one of k’s sons of the second f , as follows:

f

f

f

α1 α2 . . . αs αi

αi. . .αs α1

αi . . . αsα1

k− 1

k− 1

k

FIGURE 6.3: Trees with 3k + 1 nodes.

• If f appears m times, in the tree, then mk sons will be produced with mk− (m− 1) ≥ s
leaves. Consequently, we obtain mk + 1 nodes in total.
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Let us suppose that the hypothesis is true for m, is it true for m + 1? The number of nodes
of m + 1 appearances of f is the number of nodes when f appears m times plus the number
of nodes produced by adding one f in the tree. That means (mk + 1) + k nodes in total. As
a conclusion, for m + 1 occurrences of f , we have n = (m + 1)k + 1.

Notice that for a fixed m and k, we obtain a unique number n as a size of the tree and vice
versa: for a fixed n there is a unique number m of occurrences of the symbol f .

Proposition 6.2.2. Let Σ = { f k, α1, . . . , αs}. Let m be the number of occurrences of f in the tree.
Then m satisfies

m =
n− 1

k
, (6.2)

where n is the size of a given tree and the αi’s (1 ≤ i ≤ s) are placed on the leaves of the tree.

The following theorem shows how to count the number of trees over the set of symbols
Σ considering a given size (according to Proposition 6.2.1).

Theorem 6.2.1. Let k, s ∈ Z+, n, m ∈ N, Σ = { f k, α1, . . . , αs} and let Tn(k, m; α1, . . . , αs) be the
number of ranked trees over Σ of size n with m is the number of occurrences of f and α1, . . . , αs are
symbols of rank zero. Then

Tn(k, m; α1, . . . , αs) = Ck
m ∑

nα1 ,...,nαs≥1

(
n−m

nα1 , . . . , nαs

)

= Ck
m ∑

nα1 ,...,nαs≥0

(
n−m

nα1 + 1, . . . , nαs + 1

)
.

Proof. The proof is given into two steps:

1. Calculate the number of ways to place the internal nodes f in the tree. Let Um(k) be
the number of ways to place m times the symbol f of arity k in the tree.

• for m = 0, U0(k) = 1.

• for m = 1, in this case, we should have only one symbol f to place it in the
tree. This symbol will be placed on the root and we only obtain one structure.
Therefore, U1(k) = 1.

f

. . .

FIGURE 6.4: An illustration of the structure of the tree when m = 1.

• for m > 1: we place "one" of f on the root of a given tree, it remains m− 1 of f in
order to place them, we distinguish these possibilities:

– Place all the m− 1 occurrences of f ’s (Um−1(k)) in the internal nodes of the
subtree colored in Figure 6.5.
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f

. . .

f

. . .

f

. . .

FIGURE 6.5: Structure of trees when m > 1.

– Place ’one time’ f on root’s sons and the m − 2 remaining symbols will be
placed on the subtree colored in Figure 6.6.

f

f
. . .

FIGURE 6.6: Another structure of trees when m > 1.

– Place ’two times’ f on the root’s sons and the m− 3 remaining symbols will
be placed on the subtree colored in Figure 6.7.

f

f

. . . . . .

. . .
f

FIGURE 6.7: Another structure of trees when m > 1.

It satisfies

Um(k) = U0(k)U0(k) · · ·U0(k)Um−1(k)︸ ︷︷ ︸
k terms

+U1(k)U0(k) · · ·U0(k)Um−2(k)︸ ︷︷ ︸
k terms

+ U1(k)U1(k)U0(k) · · ·U0(k)Um−3(k)︸ ︷︷ ︸
k terms

+ · · ·+ Um−1(k)U0(k) · · ·U0(k)︸ ︷︷ ︸
k terms

,

for m ≥ 2

Um(k) = ∑
i1+···+ik=m−1

Ui1(k)Ui2(k) · · ·Uik(k).

By Theorem 6.1.1
Um(k) = Ck

m. (6.3)

2. Calculate the number of ways to place α1, . . . , αs in the leaves of a tree. Given n the
size of a tree t and m the number of occurrences of f in t. The number of leaves of t is
n−m. So how one can place all the αi’s for i = 1, . . . , s at least once in the leaves. This
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is equivalent to count the number of ways to put nα1 (which represents the number
of appearance of α1 in t) from n − m leaves then to put nα2 of α2 from n − m − nα1

leaves,. . ., then to put nαns−1
in n−m− nα1 − · · · − nαs−2 = nαs−1 + nαs leaves and last

to put nαs in the remaining leaves which is nαs . Formally,

∑
nα1 ,...,nαs≥1

(
n−m

nα1

)(
n−m− nα1

nα2

)
. . .
(

nαs−1 + nαs

nαs−1

)(
nαs

nαs

)
,

which is equal to

∑
nα1 ,...,nαs≥1

(
n−m

nα1 , nα2 , . . . , nαs

)
.

As a conclusion, the number of trees Tn(k, m; α1, . . . , αs) over Σ = { f k, α1, . . . , αs} is

Tn(k, m; α1, . . . , αs) = Ck
m ∑

nα1 ,...,nαs≥1

(
n−m

nα1 , nα2 , . . . , nαs

)
.

HH
HHHHCk

m

m
0 1 2 3 4 5 Formula Sloane

C2
m 1 1 2 5 14 42 (2m

m ) 1
m+1 A000108

C3
m 1 1 3 12 55 273 (3m

m ) 1
2m+1 A001764

C4
m 1 1 4 22 140 969 (4m

m ) 1
3m+1 A002293

C5
m 1 1 5 35 285 2530 (5m

m ) 1
4m+1 A002294

C6
m 1 1 6 51 506 5481 (6m

m ) 1
5m+1 A002295

C7
m 1 1 7 70 819 10472 (7m

m ) 1
6m+1 A002296

C8
m 1 1 8 92 1240 18278 (8m

m ) 1
7m+1 A007556

TABLE 6.1: Some values of the number of ways to place m times the symbol f
of rank k in the internal nodes of a tree.

Example 6.2.1. Let us consider Σ = { f 3, a, b, c}. What is the number of trees that could be built
from Σ?

• First of all, the size n of the trees t should satisfy, by Proposition 6.2.1, the fact that n = 3m+ 1.
Thus, n = {4, 7, 10, 13, . . .}. Let us calculate the number of trees over Σ when the size of a tree
is 10, in this case the number of occurrences ’m’ of f is 3.

• Next, we compute the number of ways to partition the internal nodes f in the tree. Let C3
3

be the number of ways to place ’three’ times f of arity 3 in the tree of size 10. According to
Equation (6.3), we get C3

3 = 1
7 (

9
3) = 12.

http://oeis.org/A000108
http://oeis.org/A001764
http://oeis.org/A002293
http://oeis.org/A002294
https://oeis.org/A002295
https://oeis.org/A002296
https://oeis.org/A007556
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• Last, the number of ways of placing 3 times f in a tree of size 10 is 12 trees, and they are
represented in Figure 6.8 as follows:

f

f

f

f

f

f

f

f

f

f

f

f
.

f

f

f

f

f

f

f

f

f

f

f

f

f

f

f

f

f f

f

f f

f

ff

FIGURE 6.8: Number of ways of placing the internal nodes f in a tree of size
10.

• In the next step, we calculate the number of ways of partitioning the symbols of rank zero a, b
and c in 7 leaves of a tree of size 10. To do so, we use a combinatorial approach as follows: let
na, nb and nc be the number of appearance of the symbol a, b and c respectively in the leaves
of the tree. Partitioning 7 symbols of rank zero into 3 subsets such that each subset contains
na ≥ 1, nb ≥ 1 and nc ≥ 1 symbols is equivalent to

∑
na,nb,nc≥1

(
7

na, nb, nc

)
=1806.

• Hence, we have 1806 ways to place the symbols a, b and c at least once in the leaves of a tree of
size 10.

• Finally, by Theorem 6.2.1, the total number of trees T10(3, 3; a, b, c) over Σ is

T10(3, 3; a, b, c) = 12× 1806 = 21672.

6.3 Enumeration of Trees over Σ by Size and by Height

We will give in this section a formula to calculate the number of trees over Σ by considering
the height h of trees which is the number of edges on the longest path between the root and
the leaf.

Theorem 6.3.1. Let Tn(k, m, h; α1, . . . , αs) be the number of trees over Σ of height h and size n where
n = mk + 1, m is the number of occurrences of f and α1, . . . , αs are symbols of arity zero in the tree.
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Let Um,h(k) be the number of ways to place m times f in the internal nodes of a tree of height h.

Tn(k, m, h; α1, . . . , αs) = Um,h(k) ∑
nα1 ,...,nαs≥1

(
n−m

nα1 , . . . , nαs

)
, (6.4)

where

Um,h(k) =


0 for h > m,
km−1 for h = m,
2(h− 2)km−3(k

2) + km−3(k
2) for h = m− 1.

(6.5)

Notice that for the case h ≤ m− 2, we have to treat each case apart, we would have to analyze the
structures of trees and find a formula to each rank which seems "difficult for the moment".

Proof. Given a tree t of height h and size n built from Σ. Let us calculate the number of ways
to place m occurrences of f in the internal nodes of t of height h. To do so, we consider these
cases:

• The case where h > m: in this case the size of a given tree will not be respected and we
can not construct such a tree.

• The case where h = m: let us place the first f in the root of the tree t, it remains m− 1
occurrences of f to place them in a tree of height m. The idea is to place in each level
only one occurrence of f . Each placed symbol has k possibilities to place it. Thus, we
have km−1 trees over Σ. The only structure of this case is shown in Figure 6.9.

f

f
. . .

f

. . .

. . .

f

f

h k possibilities

FIGURE 6.9: The structure of trees when h = m.

• The case where h = m− 1: in such structure there exist h levels. The idea is to place
exactly one time f in h− 2 levels, the remaining level contains exactly 2 occurrences of
f . The allowed structures are presented in the figure below.
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f

f
. . .

f

. . .

. . . . . .

f

2kf

f

(a)

f

f
. . .

f

. . .

. . .

. . .
f

f

(b)

f

f

f
. . .

f

. . .

. . .

. . .
f

f

f

(c)

f

f
. . .

f

. . .

. . .

. . .
f

f f

. . . . . .

(d)

FIGURE 6.10: The structure of trees for h = m− 1.
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Notice that there exist (k
2) possibilities to place the two symbols of f differently in h− 2

levels (see structures (a), (b) and (c) of Figure 6.10). Moreover, the successor level of
these levels contains only one appearance of f which will be placed in 2k possibilities.
The m− 4 remaining symbols of f would have k possibilities to place them. Therefore,
we get

2k(h− 2)
(

k
2

)
km−4 = 2(h− 2)

(
k
2

)
km−3.

Furthermore, the only case where the two appearances of the symbol f are situated in
the last level (see structure (d) of Figure 6.10) we would have (k

2) possibilities to place
them. The m− 3 remaining symbols will be placed in k different ways. That means(

k
2

)
km−3.

Therefore, the number of ways to place m occurrences of f in a tree of height h where
h = m− 1 is

2(h− 2)
(

k
2

)
km−3 +

(
k
2

)
km−3.

Last, we calculate the number of ways to place α1, . . . , αs in the leaves of a tree. Given n the
size of a tree t and m the number of occurrences of f in t. The number of leaves of t is n−m.
So how one can place all the αi’s for i = 1, . . . , s at least once in the leaves. This is equivalent
to count the number of ways to put nα1 (which represents the number of appearance of α1
in t) from n− m leaves then to put nα2 of α2 from n− m− nα1 leaves,. . ., then to put nαns−1
in n−m− nα1 − · · · − nαs−2 = nαs−1 + nαs leaves and last to put nαs in the remaining leaves
which is nαs . Formally,

∑
nα1+···+nαs=n−m

nα1 ,...,nαs≥1

(
n−m

nα1

)(
n−m− nα1

nα2

)
. . .
(

nαs−1 + nαs

nαs−1

)(
nαs

nαs

)
,

which is equal to

∑
nα1 ,...,nαs≥1

(
n−m

nα1 , . . . , nαs

)
.

As a conclusion, the number of trees Tn(k, m, h; α1, . . . , αs) over Σ = { f k, α1, . . . , αs} is

Tn(k, m, h; α1, . . . , αs) = Um,h(k) ∑
nα1 ,...,nαs≥1

(
n−m

nα1 , . . . , nαs

)
,

Bellow, we give some values of the number of ways to place f in the internal nodes of
trees of size n and height h.
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m
H

HHH
HHn
h

1 2 3 4 5 6 7

1 3 1 1
2 5 2 2
3 7 1 4 5
4 9 6 8 14
5 11 6 20 16 42
6 13 4 40 56 32 132
7 15 1 68 152 144 64 429

TABLE 6.2: Number of ways to place f of rank 2 in a tree by size n and height
h.

m
HH

HHHHn
h

1 2 3 4 5 6 7

1 4 1 1
2 7 3 3
3 10 3 9 12
4 13 1 27 27 55
5 16 57 135 81 273
6 19 96 522 567 243 1428

TABLE 6.3: The number of ways to place f of rank three in a tree by size n and
height h.

m
H
HHH

HHn
h

1 2 3 4 5 6 7

1 5 1 1
2 9 4 4
3 13 6 16 22
4 17 4 72 64 140
5 21 1 232 480 256 969
6 25 20 3352 2688 1024 7084

TABLE 6.4: The number of ways to place f of rank four in a tree by size n and
height h.

Notice that the number of ways to place f in the internal nodes of a tree t of size n (which
is the k-Catalan) is the computations of the horizontal sums of the trees of size n and height
h ≥ blogk((k− 1)n)c (See [59, p. 237]). As an example, the number of ways to place f in a
tree of size 13 is 132 which is also the sum of the trees of height 3, of height 4, of height 5
and of height 6 which are respectively 4, 40, 56 and 32 (see Table 6.2). In the other hand, the
number of trees of height 3 and size ≤ 15 is the sum of 4 trees of size 7, 6 trees of size 9, 6
trees of size 11, 4 trees of size 13 and last 1 tree of size 15.

Example 6.3.1. Let us consider the set of symbols of Example 6.2.1 defined by . Let us calculate the
number of trees of size 10, m = 3 and height h where 2 ≤ h ≤ 3.

First, we calculate the number of ways to place the symbol f of rank 3 in the internal nodes of
trees.

• The case when the height of the trees is 2. By Equation 6.5 case h = m− 1
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Um,h(k) = 2(h− 2)km−3
(

k
2

)
+ km−3

(
k
2

)
U3,2(3) =

(
3
2

)
= 3,

and they are presented in the following figure.

f

f f

f

f f

f

ff

FIGURE 6.11: Number of ways of placing the internal nodes f in a tree of size
10 and height 2.

• The case when the height of the trees is 3: By Equation 6.5 case h = m

Um,h(k) = km−1

U3,3(3) = 32 = 9,

and they are presented in the following figure.
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FIGURE 6.12: Number of ways of placing the internal nodes f in a tree of size
10 and height 3.

In the next step, we calculate the number of ways of partitioning the symbols of rank zero a, b and c in
7 leaves of a tree of size 10. To do so, we use a combinatorial approach as follows: let na, nb and nc be
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the number of appearance of the symbol a, b and c respectively in the leaves of the tree. Partitioning
7 symbols of rank zero into 3 subsets such that each subset contains na ≥ 1, nb ≥ 1 and nc ≥ 1
symbols is equivalent to

∑
na,nb,nc≥1

(
7

na, nb, nc

)
=1806.

• Hence, we have 1806 ways to place the symbols a, b and c at least once in the leaves of a tree of size
10.

• Finally, by Theorem 6.3.1, the total number of trees T10(3, 3, h; a, b, c) over Σ is

T10(3, 3, h; a, b, c) = U3,h(3)× 1806.

6.4 Enumeration of Trees over Σ = { f k1
1 , f k2

2 , α1, . . . , αs} by Size

In this section, we count the number of trees over Σ = { f k1
1 , f k2

2 , α1, . . . , αs}. This set contains
s symbols of rank zero where s ≥ 1 and two symbols of a different rank k1 and k2. We
assume that the symbol f k1

1 appears ’once’ in the root of a tree.

Proposition 6.4.1. Let us consider the set of symbols Σ. Let n be the size of a tree. Then n should
satisfy this condition:

n = 1 + k1 + mk2. (6.6)

Where m is the number of occurrences of f2 in the tree.

The following Theorem counts the number of trees by size over Σ.

Theorem 6.4.1. Let Σ = { f k1
1 , f k2

2 , α1, . . . , αs} be a set of symbols. Let Tn(k1, k2, m; α1, . . . , αs) be
the number of ranked trees over Σ of size n.

Tn(k1, k2, m; α1, . . . , αs) = Cm(k1, k2) ∑
nα1+···+nαs=n−m−1

nα1 ,...,nαs≥1

(
n−m− 1

nα1 , nα2 , . . . , nαs

)
, (6.7)

where m is the number of occurrences of f2 in the tree t and n, k1, k2 are non negative integers.

Proof. To prove the theorem, two steps have to be considered:

Step 1: Place m times f2 in the internal nodes:

Let U1,m(k1, k2) be the number of ways to place one time f1 of rank k1 and m times f2
of rank k2 in a given tree t of size n.

Notice that U0,m(k1, k2) = Um(k2).

• If m = 0 then U1,0(k1, k2) = 1.

• If m = 1 then we have k1 possibilities to place f2. Thus, U1,1(k1, k2) = k1.
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f1

f2

. . .

k1

k2

FIGURE 6.13: Illustration of the structure of trees for m = 1.

• If m > 1 then these possibilities are considered:

– Place all the occurrences of f2 on the subtree colored in Figure 6.14.

f1

. . .

Um(k2)

FIGURE 6.14: Structure of trees for m > 1.

– Place one occurrence of f2 on root’s sons, the m− 1 remaining symbols of f2
will be placed on the subtree colored on Figure 6.15.

f1

f2
. . .

. . .
Um−1(k2)

FIGURE 6.15: Another structure of trees for m > 1.

– Place two of f2 root’s sons, the m− 2 remaining symbols of f2 will be placed
on the subtree colored in Figure 6.16.

f1

f2

. . . . . .

. . .
f2

Um−2(k2)

FIGURE 6.16: Another structure of trees for m > 1.
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It can be defined by

U1,m(k1, k2) = U0(k2)U0(k2) · · ·Um(k2) + U1(k2)U0(k2) · · ·U(m−1)(k2)

+ U1(k2)U1(k2)U0(k2) · · ·U(m−2)(k2) + · · ·+ Um(k2)U0(k2) · · ·U0(k2).

U1,m(k1, k2) =


1 for m = 0
k1 for m = 1

∑
i1+···+ik1

=m
Ui1(k2)Ui2(k2) . . . Uik1

(k2) otherwise.
(6.8)

The values of this sequence represent the generalized Fuss-Catalan numbers.

U1,m(k1, k2) = Cm(k1, k2) =

(
k2m + k1 − 1

m

)
k1

(k2 − 1)m + k1
. (6.9)

Step 2: Place α1, . . . , αs in the leaves of t, and this is equivalent to count the number of ways to
put nα1 (which represents the number of appearance of α1 in t) from n−m− 1 leaves
then to put nα2 of α2 from n− m− 1− nα1 leaves,. . ., then to put nαns−1

in nαs−1 + nαs

leaves and last to put nαs in the remains leaves which is nαs . It can be seen as

∑
nα1+···+nαs=n−m−1

nα1 ,...,nαs≥1

(
n−m− 1

nα1

)(
n−m− 1− nα1

nα2

)
. . .
(

nαs−1 + nαs

nαs−1

)(
nαs

nαs

)
.

Which is equivalent to

∑
nα1+···+nαs=n−m−1

nα1 ,...,nαs≥1

(
n−m− 1

nα1 , nα2 , . . . , nαs

)
.

As a conclusion, the number of trees Tn(k1, k2, m; α1, . . . , αs) over Σ = { f k1
1 f k2

2 , α1, . . . , αs} is

Tn(k1, k2, m; α1, . . . , αs) = Cm(k1, k2) ∑
nα1+···+nαs=n−m−1

nα1 ,...,nαs≥1

(
n−m− 1

nα1 , nα2 , . . . , nαs

)
.

Example 6.4.1. Let us consider the set of symbols Σ = { f 3
1 , f 4

2 , a, b, c}. What is the number of trees
that could be built from Σ?

• First of all, the size n of the trees t should, according to Proposition 6.4.1, be in n = {8, 12, 16, . . .}.

• Let us calculate the number of trees over Σ when the size of a tree is 12, i.e. the number of
occurrences of f1 is once and f2 is 2.

• We compute the number of ways to partition the internal nodes f2 in the tree. To do so, let
C2(3, 4) be the number of ways to place f1 of arity 3 and f2 of arity 4 in the tree. According to
Formula 6.9:

C2(k1, k2) =

(
2k2 + k1 − 1

2

)
k1

2(k2 − 1) + k1

C2(3, 4) =
(

10
2

)
1
3
= 15.
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So, the number of ways to place the internal nodes f2 in the tree of size 12 is 15 ways. The trees
are presented in Figure 6.17.

f1

f2 f2

f1

f2 f2

f1

f2 f2

f1

f2
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f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

f1

f2

f2

FIGURE 6.17: Number of ways of placing the internal nodes f2 in a tree of size
12.

• In the second step, we compute the number of ways to place a, b and c in the n−m− 1 = 9
leaves of the tree t.
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To do so, we use a combinatorial approach as follows: let nαa , nαb and nαc be the number of
appearance of the symbol a, b and c respectively in 9 leaves. Partitioning 9 symbols of rank
zero into 3 subsets such that each subset contains nαa ≥ 1, nαb ≥ 1 and nαc ≥ 1 symbols is
equivalent to

∑
nαa+nαb+nαc=9

nαa ,nα2 ,nαc≥1

(
9

nαa , nαb , nαc

)
=18150.

• Hence, we have 18150 ways to place the symbols a, b and c at least once in the leaves of a tree
of size 12.

• Finally, by Theorem 6.4.1, the total number of trees over Σ of size 12 is T12(3, 4, 2; a, b, c) =
15× 18150 trees.
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XXXXXXXXXXXU1,m(k1, k2)
m

0 1 2 3 4 5 Formula Sloane

U1,m(2, 1) 1 2 3 4 5 6 (m+1
m )

U1,m(2, 3) 1 2 7 30 147 728 (3m+1
m ) 2

2m+2 A006013

U1,m(2, 4) 1 2 9 52 340 2394 (4m+1
m ) 2

3m+2 A069271

U1,m(2, 5) 1 2 11 80 665 5980 (5m+1
m ) 2

4m+2 A118969

U1,m(2, 6) 1 2 13 114 1150 12586 (6m+1
m ) 2

5m+2 A212071

U1,m(2, 7) 1 2 15 154 1827 23562 (7m+1
m ) 2

6m+2 A233832

U1,m(2, 8) 1 2 17 200 2728 40508 (8m+1
m ) 2

7m+2 A234461
U1,m(3, 1) 1 3 6 10 15 21 (m+2

m )

U1,m(3, 2) 1 3 9 28 90 297 (2m+2
m ) 3

m+3

U1,m(3, 4) 1 3 15 91 612 4389 (4m+2
m ) 3

3m+3 A006632

U1,m(3, 5) 1 3 18 136 1155 10530 (5m+2
m ) 3

4m+3 A118970

U1,m(3, 6) 1 3 21 190 1950 21576 (6m+2
m ) 3

5m+3 A212072

U1,m(3, 7) 1 3 24 253 3045 39627 (7m+2
m ) 3

6m+3 A233833

U1,m(3, 8) 1 3 27 325 4488 67158 (8m+2
m ) 3

7m+3 A234462
U1,m(4, 1) 1 4 10 20 35 56 (m+3

m )

U1,m(4, 2) 1 4 14 48 165 572 (2m+3
m ) 4

m+4 A002057

U1,m(4, 3) 1 4 18 88 455 2448 (3m+3
m ) 4

2m+4 A006629

U1,m(4, 5) 1 4 26 204 1771 16380 (5m+3
m ) 4

3m+4 A118971

U1,m(4, 6) 1 4 30 280 2925 32736 (6m+3
m ) 4

5m+4 A212073

‘ U1,m(4, 7) 1 4 34 368 4495 59052 (7m+3
m ) 4

6m+4

U1,m(4, 8) 1 4 38 468 6545 98728 (8m+3
m ) 4

7m+4 A234463

TABLE 6.5: Some values of the number of ways to place f k1
1 and f k2

2 in the
internal nodes of a tree.

http://oeis.org/A006013
http://oeis.org/A069271
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http://oeis.org/A006632
http://oeis.org/A118970
http://oeis.org/A212072
http://oeis.org/A233833
http://oeis.org/A234462
http://oeis.org/A002057
http://oeis.org/A006629
http://oeis.org/A118971
http://oeis.org/A212073
http://oeis.org/A234463
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6.5 Conclusion

We have seen in this chapter, how to count the number of trees over two sets of symbols by
size and by height by proposing formulas using combinatorial approaches.
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7 Conclusion and Perspectives

Throughout this thesis, we have answered the sited questions in the introduction. In the
first part, we prove Kleene theorem in the case of trees. We could propose constructive

algorithms to convert a regular tree expression into a tree automaton, in a Bottom-Up way,
recognizing the same language by extending the methods already suggested in the case of
words.

A generalization from words to trees of the Glushkov’s construction, the Ilie and Yu’s
method and the Brzozowski’s algorithm of automata from regular expressions are pre-
sented. These constructions are based on a Bottom-Up interpretation of regular expressions,
while previous constructions were based on a Top-Down interpretation.

First of all, we construct the position tree automata, the father tree automata and their
compressed versions from a given regular expression in a Bottom-Up way.

The open questions left after this study are the following:

• Can we extend all the studies related to Glushkov automata in the case of words to the
case of trees?

• Is it possible to compress the Top-Down position and follow tree automata in the same
way as used in our study?

• As we have seen, the compression of transitions that we have used is based on the
cartesian product, one can wonder if we can use a heuristic to reduce the number of
transitions.

• Last, we have made a comparative study in point of view the number of transitions
between Top-Down position automaton, Bottom-Up position automaton and father
automaton by considering a family of regular tree expressions. So, finding an uni-
form generator of regular tree expressions could be useful for a comparative study on
average complexities.

After that, we introduced the extended tree expressions and we show how to compute a
Brzozowski-like tree automata on these expressions (if it exists) using the Bottom-Up quo-
tients. We managed to obtain a finite set of derivatives by applying the ACI rules of the sum.
However, one can wonder: are they sufficient to prove that the constructed automaton is fi-
nite for all instances? Do we need another rules to affirm this finiteness? Moreover, we can
wonder whether the choices of the tree∗ functions during the computation of the derivative
automaton impact the produced automaton.

Using the Bottom-Up interpretation in our constructions allows to solve the limit of the
Top-Down ones.

Below, we recapitulate all the main notions realized in this thesis.
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Bottom-Up
tree automata

position tree
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position
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Boolean
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finiteness
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compressed
position tree
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FIGURE 7.1: Recapitulation of the Bottom-Up constructions of tree automata.

There exist another class of tree automata much more generalized than the class studied
in this thesis called: hedge automata. This latter recognizes unranked tree languages. So one
can ask for the possibility to extend our study to the case of unranked tree automata. In
other words: is it possible to translate regular unranked tree expressions to hedge automata
recognizing the same unranked tree languages?

In the second part of our thesis, we proposed formulas in order to count the number of
ranked trees over a finite sets of symbols Σ = { f k, α1, . . . , αs} and Σ = { f k1

1 , f k2
2 , α1, . . . , αs}.

By respecting a given size, we found that this number represents the number of ways to
place the symbols of rank ≥ 1 in the internal nodes of trees × the number of ways to place
the αi (for 1 ≤ i ≤ s) in the leaves of trees at least once.

As a future work, we aim to generalize the formulas cited above and enumerate the
ranked trees over Σ = { f k1

1 , . . . , f kr
r , α1, . . . , αs}.
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